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Abstract

A real-time vehicle tracking method is proposed for traffic monitoring system at road intersec-

tions, and the vehicle tracking module consists of an initialization stage and a tracking stage. Li-

cense plate location based on edge density and color analysis is used to detect the license plate re-

gion for tracking initialization. In the tracking stage, covariance matching is employed to track the

license plate. Genetic algorithm is used to reduce the computational cost. Real-time image tracking

of multi-lane vehicles is achieved. In the experiment, test videos are recorded in advance by record-

ers of actual E-police systems at several different city intersections. In the tracking module, the av-

erage false detection rate and missed plates rate are 1.19% , and 1.72% , respectively.
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0 Introduction

Intelligent transportation systems (ITS) play an
important role in human life, and traffic monitoring has
been a popular research focus for the development of
ITS'"*). The task of ITS is to ensure that traffic infor-
mation can be collected online and distributed in real
time. Recently, vision-based vehicle tracking has be-
come the most popular method to collect traffic informa-
tion, and many researchers proposed algorithms and
methods to improve the performance of this tracking
method"*’ .

matching, numerous features, such as color, edge,

To achieve a robust solution for object

gradient, texture, and active contours have been se-
lected .

real-time image tracking system of multi-lane vehicles

The contour is used to track the object. A

is performed in Ref. [6]. A new spatial color histo-
gram model is presented in Ref. [7]. With the use of
this model, a voting method based on the generalized
Hough transform is employed to estimate the object lo-
cation for tracking. In general, utilizing a single cue to
deal with a variety of environmental conditions robustly
is a difficult task. A covariance descriptor was pro-
posed to describe a target in Ref. [8]. The covariance
descriptor not only fuses multiple features but also finds
a global optimal solution in the matching region. Fur-

thermore , covariance matrices, which are scale and ro-
tation independent, and robust against illumination
change, filter the corruption of noises during the covar-

[9]

iance computation Covariance matching has been

successfully used in many applications, such as object

[10,11] [12]

tracking , human detection """, and image cluste-

13,14 . .
141 An effective framework for covariance track-

ring[
ing based on the genetic algorithm ( GA) is proposed
in Refs[ 15,16 ]. Region covariance matrices are con-
structed to describe image regions robustly. GA is em-
ployed to find the optimal solution of the template in
the scene image.

The purpose of this research is to design and im-
plement a real-time vehicle tracking method for traffic
monitoring system. A system architecture based on em-
bedded platform is developed. The proposed tracker
extracts traffic parameters online in real time. All the
algorithms are performed in the embedded traffic moni-
tor component based on the DM6446 chip.

The rest of this paper is organized as follows: Sec-
tion 1 describes the real-time vehicle tracking approach
in detail. Section 2 presents experimental results of the
proposed method and provides several interesting and
practical examples of estimating traffic parameters and
detecting red light running accidents. Section 3 pres-

ents the conclusion.
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1 Proposed vehicle tracking algorithm

In the proposed system, a vehicle tracking module
consists of two stages, namely, the initialization stage
and the tracking stage. In the initialization state, the
location of the license plate (LP) is detected by edge

(17 ) Feature

density information'"”’ and color analysis''
detection is employed in the LP region for the construc-
tion of the covariance matrix. In the tracking stage,
covariance-based object matching is used to locate the
vehicles and the genetic algorithm is also used to re-
duce the computational cost of the covariance matching
for real-time tracking.

In the tracking initialization, LP location based on
the edge density and color analysis is performed to de-
tect LP in the license plate detection (LPD) region, as
shown in Fig. 1. Multi-target tracking is performed in a
multi-lane scene. In this study, the detected LP region
is considered as the target template image for tracking.
In the LPD region, all the LPs detected in the current
frame are assumed as L, (n), where n = 0,1,2,---,
while all the LPs detected in the previous frame are de-
noted as L,(m). Tracking by covariance matching be-
tween the L,(n) and L, (m) is performed, where m, n
=1,2,:-.

L,(m), then L (n) is considered as a new target. As-

If L,(n) does not match successfully with

suming that the number of LPs detected in current
frame is V, and the number of LPs detected in the pre-
vious frame is M, Fig.2 shows the flowchart of the co-
variance matching and new target detection. The pur-
pose of LP location is to extract candidate regions for
matching in the LPD region. The proposed system per-
forms vehicle tracking or new LPD based on the matc-
hing method shown in Fig. 2. Furthermore, the LP lo-
cation is employed only in the LPD region. Compared
with the LPD region, the scale of the LP regions chan-
ges when the targets (vehicles) are far from the camera
in the tracking region (see Fig.1), which affects the
LP location accuracy. Hence, the method of tracking
vehicles is different from the one employed in the LPD
region and a target in the entire tracking region is
searched by using covariance matching to find the most
similar region to the template image. In addition, GA
is employed to reduce the computational cost for real-
time tracking. The system stops tracking when the ve-
hicle leaves the tracking region, as shown in Fig. 1.

1.1 License plate location
Generally, LP location methods are either texture

based or color based'"®’ . The texture-based methods
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Fig.2 Flowchart of matching and new target detection method

analyze the texture characteristics in the LP region by

using mathematical tools, such as edge density!”*

3,24 .
21 and use the color infor-

and region ConnectivityL2
mation to detect the LP. Although the color character-
istic in the LP region contains richer information, col-
or-based methods have been paid less attention than
texture-based ones because color is not stable in natu-

19
ral scenes' .
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In the proposed system, the LP region is detected
by edge density and color analysis. The proposed
method consists of the following three steps:

Step 1 Vertical edge extraction. In general, the
density of the vertical edges at the LP region is consid-
erably higher than its neighborhood''”’. The Sobel
edge detection algorithm was used to extract the vertical
edges to estimate their density in the detection region.
In this paper, the Sobel kernel is defined in Eq. (1).
The gradient image was computed by the Sobel convo-
lution operation, and the binarized edge image was ob-
tained through an adaptive threshold segmentation
method. Fig.3(b) shows the binarized edge image.

/e nmy,

(b) The binarized edge image

(c) The candidate LP region

WA 17066,

= 3

(e) The rectangle window that denotes the LP
region in a whole scene image

Fig.3 LP location by edge density and color analysis

-1 0 1
S = [— 2 0 2] (1)
-1 0 1

Step 2 Edge density estimation. To estimate the
edge density, a common method is to use a 2D Gaussi-
an filter. The size of the filter is assigned according to
the size of the LP in the LPD region. In our system,
the size of the filter was set as 130 x40 based on the
experimental statistic analysis.

Step 3 False object removing. The candidate re-
gions for the LP are extracted by the filter described in
Step 2. Some extracted candidate regions included the
nose edge region [ see Fig.3(c) ], which should be
removed. We used the length-width ratio constraint
and the color analysis described in Ref. [ 18] to re-
move the false LP region. Fig.3(d) shows the final
detected LP region.

1.2 Covariance matching

Covariance matrix is a robust description that re-
presents not only the variance of each feature but also
the correlations of a pair of different features. In this
study, the covariance matrices are used to integrate the
features of color (U(x, y), V(x, ¥)), intensity (Y
(x,y)), gradients (Y, (x, y), Y (x,y)), and spa-
tial information (D(x, y) ). To gain a scale invariant
feature, the spatial feature is replaced by the relative

distance D(x, y) = /x> +y"*, where (x', y') =
(x =2y, ¥y =% ), (x, y) represents the pixel loca-
tion, and (x,, y,) is the coordinate of the window
center. The feature vector of the pixel (x, y) can be
expressed as
fio = LY(x,y) UCx,y) V(x,y) D(x,y) Y, (x,y)
Y, (x,y) ] (2)
The LP is selected as a target in tracking the vehi-
cle. Therefore, the region of the LP can be represented

as a covariance matrix Cy as

Cy :ﬁ\[; (fk_:u’R>(fk_lu’R)T (3)

where i, is the average of the vector that corresponds to
the features of the points in the region R'"").

To match the LP between the template image and
the object image, the similarity of the covariance matri-
ces needs to be measured. Assume that C, and C, are
the two covariance matrices extracted from template
and candidate image region. In the system, the covari-
ance distance between C, and C, is calculated based on

Forstner’ s contribution'?’

p(C,, C,) = /kz In’A,(C,,C,) (4)

where A, (C,, C,) are the generalized eigenvalues of
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C, and C,, computed from | AC, — C,| = 0. Therefore,
the tracking of LPs can be achieved from the location of
the object image that has a minimum distance of covari-

ance matrices.

1.3 Genetic algorithms

GA is an optimization method that is robust and
useful in solving problems when the solution space has
high dimensionality or contains discontinuities'**"*"".
Recently, GAs have been used in target track-
ing' ""'*?"" because of their optimization property.

In this implementation, the N-points-sampling,
which is at a constraint interval in both horizontal and
vertical direction, is employed for initiation of the pop-
ulation, where N is the population size. The selection
of fitness function is crucial to a GA system. Based on
the property of covariance matching described in Sec-
tion 1.2, the fitness of an individual at the candidate
position (x, v) is defined as

,
P,
f=1-=r (5)
where p’ = min(T, p), and p can be derived from
Eq. (4). Threshold T is used to restrict the fitness
from O to 1.

Crossover operators generate offspring by exchan-
ging information between the parents. The exchange of
vertical coordinates of two parents is defined as the
crossover operator.

A new mutation operator is also designed in this
system and is employed by adding a random number
into the horizontal or vertical coordinate of the individ-
ual as

L,,=1+m mel[ -M, M] (6)
where I, is the individual selected to mutate in the "
generation, and m is a random value in the range from
—M to M. In this paper, the population is initiated as
a constraint interval in both horizontal and vertical di-
rection, and M is assigned as the interval in the hori-

zontal or vertical direction.
2 Experimental results

Fig. 4 shows the system architecture of the vehicle
monitoring system developed in this study. All the al-
gorithms are performed in the embedded traffic monitor
component (ETMC) based on the DM6446 chip. Be-
fore the system starts working, the configuration file,
which contains preset parameter information, is created
using a configuration software and then downloaded to
the ETMC. The ETMC processes the video from the
HD camera and extracted the traffic parameters such as
vehicle flow, vehicle speed, and traffic accident infor-

mation, which are then transmitted to the information
process center server.
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Fig.4 Architecture of the proposed monitoring system

The experimental results of the proposed traffic-
monitoring system are presented to show the real-time
vehicle tracking performance. The test videos are re-
corded in advance by the recorders of actual E-police
systems at several different city intersections.

Five videos recorded in three intersections are
used to estimate the tracking performance. Intersection
1 includes daytime ( shown in Fig.6), nighttime
(shown in Fig.7), and rainy day (shown in Fig.8)
observations, whereas intersections 2 and 3 are ob-
served during daytime only. The results of the LPD are
shown in Table 1. As observed from Table 1, the aver-
age false detection rate and missed plates rate are
1.19% , and 1.72% , respectively.

Table 1  LPD results
Tested videos False positives Missed plates
Daytime ( intersection 1) 1.37% 1.56%
Nighttime ( intersection 1) 0.85% 1.32%
Rainy day (intersection 1) 1.02% 1.22%
Daytime ( intersection 2) 1.26% 1.87%
Daytime ( intersection 3) 1.45% 2.65%
Average accuracy 1.19% 1.72%
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Fig.5 Time cost of tracking module

In the tracking module, GA is used to reduce the
computational cost of covariance matching. In the ex-
periment, the size of the initialization population is set
to 50, and the number of iteration generations is 20 to
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balance the accuracy and speed. The crossover and
mutation probabilities are both set to 0.6. To avoid
missing the best matching position, and the individual
is retained with the maximum fitness in all generations.
Fig.5 shows the average runtime of the proposed track-
ing system. The average time cost is 20. 75 ms in a 24-
hour period. From Fig.5, it can be seen that from
7:00 to 9:00 and from 1700 to 19:00, the runtime of
the system is greater than the mean value because of the
heavy traffic flow in morning and the evening. However,

(c) 713t frame

HIGH TECHNOLOGY LETTERSIVol. 22 No.31Sep. 2016

(e) 723 frame

(f) 737t frame

Fig.6 Vehicle tracking results in daytime scene

the peak value is still smaller than 40 ms, which shows
that the proposed system satisfies the real-time require-
ment.

Fig. 6 shows the experimental result images of ve-
hicle tracking in a multiple lane scene. In Fig.6(a),
three vehicles are detected in the LPD region, and
each vehicle was assigned with a number as a tracking
ID according to the detected order. The vehicle IDs are
recorded in the traffic flow information, then the traffic
flow status for a given period is obtained by counting
the number of vehicle IDs. From Fig.6(b), a car and
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(d) 746" frame

Fig.7 Red light running detection results in nighttime scene

a van, which are labeled “0” and “2,” respectively,
in the frame 1 has left the tracking region; their ID
numbers are removed in the 56" frame, which indi-
cates that tracking for these vehicles has ended. In the
proposed system, each vehicle’ s tracked distance is
recorded by using the LP detection position and the
track end position. The speed of a vehicle is calculated
by dividing the tracked distance by the elapsed time.
In addition, two cars are detected and labeled as “3”
and “4” in the same frame in Fig. 6(b). Fig.6(c) -
16 (f) illustrate the red light running detection at an
intersection. In Fig.6(c), a van is detected and la-
beled as “45” in the 713" frame. In Fig.6(d), the
red light is on, which signals the cars to stop. Howev-
er, the van does not stop, so the system records the
van as a red light runner. The scene image is recorded
for law enforcement evidence. To distinguish the viola-
ting vehicles from other vehicles, a large red rectangle
is used as the tracking window for the red light run-
ners, as shown in Fig.6(d).

Fig. 7 shows a red light running accident detection
in the nighttime scene. In Fig.7(a), two cars are de-
tected and labeled as “48” and “49,” respectively.
The car labeled as “49” does not stop at the stop line
when the traffic light signaled a go-straight red light in

(b) Detection results on a rainy day

Fig.8 Monitoring results in rainy day condition
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Fig. 7(b). The system detects the red light running
accident as shown in Fig.7(c). In Fig.7(d), the
peccant car leaves the tracking region, and the system
stops the tracking, and the relevant detection informa-
tion of the car is recorded.

Fig.8(a) shows the occlusion problem, which in-
duces detection errors in the tracking module. In
Fig.8(a), the LP of the front bus is occluded by the
vehicle behind because the vehicles are too close to
each other; hence, the detection accuracy is reduced.
Fig.8(b) shows the detection result on a rainy day.
The blue LP and yellow LP are detected successfully,
thereby demonstrating the robustness of the system.

3 Conclusions

A real-time traffic-monitoring system is developed
and tested in this research. The performance of the
proposed system is evaluated. In the tracking module,
the average false detection rate and missed plates rate
of the LPD are 1.19% , and 1.72% , respectively.
The run-time of the tracking module is also tested. The
average lime cost of the tracking module is 20. 75 ms in
a 24-hour period, and experimental results demonstrate
the effectiveness and efficiency of the proposed system.
Moreover, the applications of red light running detec-
tion of vehicles at an intersection are demonstrated.

The developed traffic monitoring system is useful
for providing real-time online traffic parameters, such
as number of vehicles, vehicle speed, and traffic flow,
to a traffic control center. In the proposed system,
LPD is performed to initialize the tracking, and the de-
tected LP regions are considered as the template image
to track the vehicles. Therefore, in the tracking mod-
ule, one of the factors that cause detection error is the
occlusion problem due to vehicles being too close to
each other. Future work can focus on resolving the oc-
clusion problem to improve the monitoring system fur-
ther.
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