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Abstract

The intrinsic routing policy of NS2—a network simulation tool— based on flat or hierarchical
address has the disadvantage such as small topology scale, high resource consumption, low efficien-
cy and so on. This paper proposes an IP _ based hierarchical routing strategy in network simulation
to extend the topology scale and improve performance in simulating. Firstly, a stratification mecha-
nism to identify IP address of nodes is described. Then, an algorithm of packet transmitting method
(PTM) is presented for packet forwarding in the same subnet. Finally, algorithms of region partition
(RP), routing computation based on region division ( RCBRD) and routing distribution (RD) is
proposed to implement regional segmentation, route calculation and route distribution for forwarding
packets in different subnets respectively. The experiment results show that under the same condi-
tion, compared with plane address, the topology scale of the network simulation is extended two
times and the consumption of time and memory during simulation is reduced by approximately 73 %
and 45. 8% respectively. Compared with hierarchical address, the topology scale of the network
simulation is expanded by more than 50% , and the consumption of time and memory is reduced by
about 59.2% and 25% respectively. In addition, along with the growth of the node size, the pro-

portion of reducing total simulation time and memory consumption would gradually increase.

Key words: network simulation, routing policy, plane routing, hierarchical routing

0 Introduction

With the advancement of global informatization,
Internet has become the major driving force of econom-
ic and social development, giving rise to security prob-
lems. In order to promote Internet and enhance Inter-
net security, it is imperative to conduct studies on In-
ternet and its behavior. Currently, there are six major

%! including mathe-

research methods to study Internet
matical model analysis, network measurement, network
simulation, network emulation, prototype experiment
platform, as well as real network test and experiment.
In many research methods, network simulation can not
only examine the results of other research methods, but
is capable of performing flexible and large-scale pro-
cessing and describing network behavior in detail. So it
is gradually becoming a main method for studying the
network and its behavior. A number of institutions both
home and abroad have engaged in the research of net-
work simulation and many have developed well-recog-
nized simulation tools. The typical stand-alone simula-

OPNET"!, SSFNet'®

Completely free with open source and enor-

tors include NS2'*' | and
DaSSF'"".
mous protocol library, NS2 is much favored and well
recognized as a simulation tool among scholars. The
fundamental goal of network simulation research is to
scale up and improve the efficiency of the simulation
with limited hardware resources. Among the many fac-
tors affecting scale and efficiency of the simulation,
routing policy is one of the most critical factors. First
of all, the storage of routing table is one of the major
bottlenecks of the simulator storage resources, and
memory is the key to the scale of simulation.
Secondly, in the process of simulation, routing lookup),
which consumes a large amount of computation re-
source, is the main influential factor of the simulation
efficiency. Therefore, efficient routing computation,
storage and searching strategy can significantly improve
the simulation scale and efficiency. There are many
routing strategies in the current network simulators, in-
cluding Flat”' | STree Flat'®’ | MTree Flat'”' | Nix -
Vector *) | MTree _ Nix'") and dynamic routing strat-

egy "™ etc. These routing strategies are based on
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flat or hierarchical address in NS2. The scale of the
routing policy based on the flat address restricts the
scale of simulation. When the number of nodes exceeds
1000, it cannot be simulated effectively on average ma-
chines with the 1GB memory. While the address of the
routing policy based on hierarchical address is solidi-
fied into three layers and does not allow to skip ad-
dress, 1. e. the serial number of each layer must be re-
stricted within O ~n — 1, with each domain or cluster
having only one export. The above two kinds of routing
policy cannot meet the needs of the scale and the struc-
Ref. [15] presented a

method of topology-aware time series by analyzing the

ture of network simulation.

static state neighbor index vector mechanism and
looked up routing states according to the aware time of
different changes,and thus reduced the time consump-
tion during route calculation. Ref. [16] proposed a
new global dynamic routing strategy on scale-free net-
works with heterogeneous node capacity. Ref. [17]
showed an improved TZ compact routing algorithm.
And Ref. [ 18] proposed a cross-layer approach for
minimizing routing disruption caused by IP link fail-
ures, which developed a probabilistically correlated
failure (PCF) model to quantify the impact of TP link
failure on the reliability of backup paths. Ref. [19]
studied the minimizing interactions expense of routing
mechanism in structured wireless sensor network.

However, all the studies failed to cover the cur-
rent simulation mechanism of underlying network rou-
ting. Therefore, this study presents a hierarchical rou-
ting strategy based on the IP address in network simu-
lation. Firstly, according to the characteristics of the
actual IP address, a stratification mechanism of IP ad-
dress is designed to solve the problem of simulation
node identification and provide the basis for packet for-
warding and routing calculation and distribution at the
same time. Then the algorithm of PTM is proposed to
solve the problem of packet forwarding in the same sub-
net. Lastly, the algorithms of RP, RCBGD and RD are
proposed to implement regional segmentation, routing
calculation and routing distribution for packets forward-
ing in different subnets respectively.

1 The stratification mechanism of IP ad-
dress

The scale of network simulation is the key factor
that limits the research and development of simulation.
The 32-bit address offers 4294967296 possible varia-
tions, which does not allow direct search on the plane
space at the current level of memory. However, in the
hierarchical address of NS2, there is an inherent weak-

ness. The routing policy of three layer address cured
for three layer assigns address for the given network in
advance, which hampers flexibility and proves unsuita-
ble for large scale simulation. Therefore, a hierarchical
mechanism which is proper and conforms to the actual
IP address is vital and the hierarchical strategy is re-
quired to realize the routing based on IP address. At
the same time, a proper kind of mask is created on the
basis of hierarchical strategy to realize routing aggrega-
tion, thus greatly reducing the scale of the routing ta-
ble. For network simulation, the structure of the topol-
ogy is known at the beginning of the simulation. In oth-
er words, according to the number of routers or termi-
nals each router has, each node’s IP address can be
directly calculated before corresponding mask and dis-
placement are defined. The nodes of network fall into
three main categories: non-terminal router, terminal
router and terminal hosts (leaf nodes). To facilitate
understanding, some definitions are given as follows ;

Definition 1 Terminal router refers to the route
directly connected with leaf nodes in the topology.

Definition 2
route not directly connected with leaf nodes in the to-
pology.

According to the above definitions, the IP address

Non-terminal router refers to the

and mask are designed for the route respectively.

1.1 Hierarchical design of the route’ s IP address
Suppose the non-terminal router as Rut and the
terminal router as Rt, which IP address satisfies the

following formula .
p - {Unid + Hnid + Cnid + Cr Rut
Unid + Hnid + Hcid Rt

The meaning of each field is as follows

(1)

Unid (the number of the upper-level network ) re-
fers to the number of the upper-level network some
routers belonged to. Because the 32-bit addresses are
not to be used up in the simulation, the network num-
ber of top routers can be specified as any upper-level
network number.

Hnid (the number of the local network) refers to
the number of network which some routers belongs to.
Hnid is used to distinguish between different routers at
the same level (including the superior).

Cnid (the number of the subnet) is used to dis-
tinguish different routers in the jurisdiction area.

Cr (the number of the child router) is the child
router’ s number.

Hcid (the number of the host) is used to distin-
guish between different hosts in the jurisdiction area of
the router.
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1.2 The design of mask
In order to find the TP address while forwarding
packets with hierarchical routing based on IP address,

the mask and displacement are designed to gain each
layer information of IP address. The details of the mask
are shown in Table 1.

Table 1  The mask and displacement of routers
Field name Implication Function
. To gain the network number of the current router’ s
mask Mask of the jurisdiction area &

tmask
host)
wshift Displacement of the child router in the subnet (or
shi .
terminal host)
umask Mask of the superior router’ s jurisdiction area
Mask of child router’ s number in the superior rout-
nmask S .
er’ s jurisdiction area
hift Displacement of child router’ s number in the superi-
nshi

or router’ s jurisdiction area

Mask of the child router in the subnet (or terminal

jurisdiction subnet

To gain the nodes’ number in the subnet

To gain the nodes’ number in the subnet

To gain the network number of the superior router’ s

jurisdiction subnet

To gain the network number of the nodes in the

same superior router’ s subnet

To gain the network number of the nodes in the

same superior router’ s subnet

Although the IP address stratification of the non-
terminal router and terminal router is slightly different,
the meaning of the applied mask and displacement are
exactly the same, which ensures that the operation of
forwarding packets of routers can be unified.

2 Strategy of forwarding packets

There are three kinds of destination addresses for
routers forwarding packets; its jurisdiction subnet,
neighboring networks at the same level and other net-
works. Therefore, every router needs to maintain sub-
net routing table, peer routing table and a default up-
per-level route. For illustrative purposes, some defini-
tions are given first as follows

Definition 3  Subnet routing table (srt) refers to
storing routes from the current router to other routers
(or terminal hosts) in jurisdiction subnet, which is
one dimensional arrays indexed by the number of sub-
net of the current router.

Definition 4 Peer routing table (prt) refers to
storing routes from the current router to other routers
(including upper-level router ) at the same level,
which is one dimensional array indexed by the number
of subnet that upper-level router has the jurisdiction
and then includes the routers having the same level
with the current router.

Definition 5  Default upper-level route refers to
the route from the current route to its upper-level rout-
er.

When a router receives a packet, it first judges
whether the packet belongs to its jurisdiction subnet ac-

cording to the destination address of the packet. If so,
the router will look up the destination address in the
srt. If founded, the router forwards the packet; other-
wise it drops the packet. Second, it decides whether
the packet belongs to the peer subnet. If so, the router
will look up the destination address in the prt. If foun-
ded, the router forwards the packet; otherwise it drops
it. Finally, the router judges whether there is a default
route to the upper-level router. If so, it forwards the
packet; otherwise it drops the packet. The detailed al-
gorithm of packet transmitting method ( PTM) is as fol-
lows :
procedure PacketTransmit
if Dstip e current network then
if Dstip € srt then
transmit the packe to the current nei-
workt
else
discard the packet
else if Dstip € upper network then
if Dstip e prt then
transmit the packet to the upper net-
work
else
discard the packet
else if Dstip have ur then
transmit the packet to the upper router
else
discard the packet
end if
end procedure
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For the IP address which does not exist in the sim-
ulation network, the packet is not discarded immedi-
ately, but forwarded to the corresponding subnet and
discarded when the hierarchical routing strategy based
on IP address is used, which is consistent with the be-
haviors of forwarding packets in the routers of real net-
work.

During the simulation, judgment order of routers
can be adjusted according to the need so that the num-
ber of judgments can be reduced further to improve the
efficiency of forwarding.

3 Strategy of route calculating and relea-
sing

For the hierarchical routing strategy based on IP
address, a part of routes could be directly implemented
by setting the IP address, but the routes between dif-
ferent networks still need to be implemented through
calculation. On one hand, because of the routing cal-
culation work in the process of the simulation, Flat
routing policy and Nix-Vector routing policy will be af-
fected in terms of processing efficiency. On the other
hand, the general use of static routing in the large-
scale network simulation and basic fixed network topol-
ogy structure leads to a largely fixed routing informa-
tion. Based on the above considerations, routing calcu-
lation is separated from simulation in the realization of
hierarchical routing strategy based on IP address, i. e.
the routes of the whole simulation network are calculat-
ed uniformly and then they are released to the routers,
rather than calculate the local routing and remote rou-
ting between physical nodes separately as do Flat rou-
ting policy and Nix-Vector routing policy.

3.1 Routing calculation

For a network to be simulated, if the shortest path
between all routers is to be directly calculated, an
enormous amount of computing and storage expenditure
is indispensable, so routing computation based on re-
gion division (RCBRD) is applied. As Fig. 1 shows,
all router nodes in the simulation network are divided
by federating the top-level routers (level 1 in the
Fig. 1) to form a connected graph, federating the non-
top routers with their upper-level routers to form a con-
nected graph and federating the terminal router and its
directly connected host nodes in the jurisdiction area,
thus forming some calculating domains ( the routing
computation domains circumscribed by the circle with
the dotted line in Fig. 1). Through division, it can ef-
fectively reduce routing storage space and computation-
al complexity.

1-level router
(top-level router) (teminal router)

2-level router ) teminal
subnet

Fig.1 The example of the division of routing calculating domain

3.1.1

In order to reduce routing storage space and im-

Region partition

prove the efficiency of routing lookup, the pre-simula-
tion network topology is partitioned. The nodes in the
network topology are first classified according to their
connectivity, to find the nodes (key nodes) with high-
er connectivity. Second, among some minimum span-
ning trees that overlay the network topology, one with
high coverage and more covering key nodes is selected.
Intuitively, the minimum spanning tree with the mini-
mum height and high degree node as root may cover
more of the shortest paths'™'. And to ensure that the
height of the tree is minimum, the breadth first search
algorithm is used to generate the minimum spanning
tree. Then the threshold of the core area is set to re-
duce the node of the minimum spanning tree with de-
gree one recursively, whereby information that the node
associated with is recorded. Finally, the core region is
obtained and the whole computational domain is ac-
quired according to the core region and the correlation
information between nodes.

According to the above ideas, it is supposed L, for
the connectivity of node n, and K, for the key node
whose number is n. Then the specific algorithm of re-
gion partition ( RP) is described as follows:

procedure RP(topo _file)

L, =search(topo _file) ;
sorting and storing node by L, ;

obtain K, ;

while N, —1>0 do
MTree = BFS(n) ;

end while

compare and obtain the best MTree
while N > some level do
if L, =1 then
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del and store the node from the best
MTree;
end if
end while
obtain the core computing region by level ;
obtain all the computing region by core region
and topo _file;
end procedure

3.1.2 The algorithm of routing calculation
According to the division design, first the shortest
path information is obtained by applying the Dijkstra
algorithm to the core region and store it. Then the rout-
er number is stored to the appropriate array by the rout-
er’ s connectivity. Finally, Dijkstra is used to calculate
the information of the shortest path for each of the com-
putational domain to be output according to the father-

Arrey[i].

3.2 Routing distribution
When all the routing information of the computa-
tional domain has been completely calculated, the rou-
ting information is distributed to the corresponding node
according to the relationship in the routing entries be-
tween the source address and the destination address.
The detailed algorithm of routing distribution (RD) is
as follows ;
procedure RD
if Dst e current network then
add Dst to srt
else
add Dst to prt
if Dst e upper network then
set Dst upper router
end if
end if
end proceduce

4 Experiment and result analysis

There are three key factors influencing the per-
formance of network simulation: the scale of simula-
tion, the time of simulation and the authenticity of sim-
ulation results. The first two are the usage of memory
and the consumption of time in the simulation. Many of
the routing protocols are running in the application lay-
er, but the proposed routing strategy designed is to run
in the network layer. So the aims of some new routing
strategies based on content or energy are different from
the strategy putting forward in this article. The aim of
the hierarchical routing strategy based on IP address is

to improve the scale of the simulation, and at the same
time, reduce the time consumption and memory usage
of the simulation. Experiment was done on the Down-
ing-server ( CPU. AMD 2220 x 2, Memory: 4G,
HDD. 146G ) with fixed CBR application, and it
makes comparison of the time of nodes creating, links
creating, application running and total simulation and
the percentage of the memory usage.

4.1 Experiment and result analysis

First 200, 500, 1000, 500, 4000, 5000, 4000,
5000 and 15000 nodes are set up respectively for the
topology, and topologies with 200, 500, 1000, 2000,
4000, 5000, 4000, 5000 and 15000 links. Then 40,
100, 200, 400, 800, 1000, 800, 1000 and 3000
CBR applications are established respectively under the
above conditions to run for 2s, and the results are as
Figs2 ~ 16 show: flat is for routing strategy based on
flat address, hier3 is for routing strategy based on hier-
archical address, and hier4 is for hierarchical routing
strategy based on IP address.

As Fig. 2 shows, it can only set up 5000 nodes
using the method of flat, 10000 nodes using the meth-
od of hier3,but more than 15000 nodes using the meth-
od of hier4, which indicates that hier4 is more suitable
for large-scale network than flat and hier3. But as
Fig.2 shows, the time of creating nodes for hier4 is
longer than flat’ s and hier3’ s, because route compu-
ting and route distribution must have done for hier4 ,
which do not happen in flat and hier3 in the process of
building the node. As Fig.3 shows, with the number of
nodes increasing, the time growth ratio of creating nodes
for hier4 is longer than flat’ s and hier3’s. As Fig.4
shows, the creating time of hier 3 is about 2.23 times

250

—e— flat

200

150

Time(s)

100

501

0 1
0 5000 10000 15000
Number of nodes

Fig.2 Time of creating nodes
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50 -

Time growth ratio of creating nodes

0 EE= 5. 1
0 20 40 60 80
Growth ratio of nodes

Fig.3 The time growth ratio of creating nodes

14 T T T T

—o&— hier3/flat
127 —— hier4/flat
—&— hier3/hier3

0 : :
0 2000 4000 6000 8000 10000
Number of nodes

Fig.4 Time comparison of creating nodes

as much as flat’s. The creating time of hier4 is about
7.87 times as much as flat’ s, 3.37 times as much as
hier3.

As Fig. 5 shows, the consumption time of creating
links for flat and hier3 is basically the same within
5000 nodes. The time of hier4 is much less. As Fig. 6
shows, the time for creating link of hier4 increases
slowly. When the number of nodes scales up from 200
to 15000, the time only increases from 0.5s to Ss,
about 10 times. For flat strategy, when the number of
nodes scales up from 200 to 5000, the time increases
from 2 s to 38s, about 19 times. And it cannot estab-
lish links when the number of nodes is more than
5000. For hier3 strategy, when the number of nodes
scales up from 200 to 10000, the time increases from
Is to 115 s, about 115 times. And it cannot establish
links when the number of nodes is more than 5000. As
Fig. 7 shows, for 5000 nodes, the establishing time of
nodes for hierd is 0.08 times as much as hier3 and
flat. For 10000 nodes, the establishing time of nodes

for hierd is 0. 03 times as much as hier3. All this indi-
cates that hierd has greatly reduced the time of link es-
tablishment.

120

100 | 1

80 r 1
&
o 3 |
£
=

40t ]

20¢ E

0 ¥ i —— % ———7
0 5000 10000 15000
Number of nodes
Fig.5 Time of creating links
120 T T T T T T T

—_

(=3

[=]
T

o0
(=]
T

'
S
T

[3%]
[=]
T

The time growth ratio of creating links
(=23
(o

= 4

0 T L 1 1 1 1
0 10 20 30 40 50 60 70 80

The growth ratio of nodes

Fig.6 The time growth ratio of creating links

—&— hier3/flat
0.8 —%— hierd/flat
—E— hier3/hier3

1]

0 2000 4000 6000 8000 10000
Number of nodes

Fig.7 Time comparison of creating links

As Fig. 8 shows, it has been unable to run the
simulation for flat when the scale is more than 4000
nodes although nodes and links have been established,
because memory consumption is too large. It is unable
to run simulation because of the large memory con-
sumption when the number of nodes is more than
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10000 for hier3. When the number of the nodes is
4000, the time of simulation is respectively 21s, 118s
and 1375s for hier4, hier3 and flat, reduced by
82.2% and 98.5% respectively. As Fig. 9 shows, the

growth ratio of running time of hier4 is lower than

1400
—o— flat
1200 f —8— hier3 | |
1000 L —%— hier4
= 800F 1
g
= 600 1
400 1
200 + 1
M,gV
0 1
0 5000 10000 15000
Number of nodes
Fig.8 Running time
500 T T T T T T T
—o—flat
o 400 —&—hier3 |
£ —F—hier4
on
g 300 - 1
Gy
(=]
]
5]
g 200 1
&
& 100 -
= ]
g
0 | |
0 10 20 30 40 50 60 70 80
The growth ratio of nodes
Fig.9 The growth ratio of running time
1 T T T T T
09} —&— hier3/flat 4
—%— hier4/flat
0.8 —&— hier4/ hier3 1
0.7F 1
0.6 1

0 |

1 1
0 2000 4000 6000 8000 10000
Number of nodes

Fig.10 Comparison of running time

flat’ s and hier3’ s with the growth of the scale of topol-
ogy. And as Fig. 10 shows, for 4000 nodes, the run
time for hier4 is 0.02 times as much as flat, 0.18
times as much as hier3. For 10000 nodes, the running
time for hier4 is 0. 07 times as much as hier3. In addi-
tion, with the growth of the scale, magnification also
decreases, which greatly reduces the running time.

As Fig. 11 shows, the simulation time is respec-
tively 1406s, 152s and 53s for flat, hier3 and hierd
routing strategies when the number of scale is 4000,
which is reduced by 96.2% and 65.1% . The simula-
tion time being 956s and 176s respectively for hier3
and hier4 routing strategy when the number of scale is
10000, is reduced by 81.6% . As Fig. 12 shows, the
growth ratio of simulation time for hier4 routing strategy
is lower than hier3 and flat. As Fig. 13 shows, the
simulation time of hier4 policy is 0. 04 times as much
as flat, 0.35 times as much as hier3 for the number of
nodes is 4000. For 10000, the simulation time of hier4

is 0. 18 times as much as hier3. Compared with flat and

1500 T T
—o— flat
—&— hier3
—5— hier4
1000 J
@
£
H
500 1
—
-l
_g———HJ_G’/—
0 1 1
0 5000 10000 15000

Number of nodes

Fig.11 Simulation time

The growth ratio of total simulation time

The growth ratio of noeds

Fig.12 The growth ratio of simulation time
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Fig.13 Comparison of simulation time

hier3 policy, the average simulation time is reduced by
about 73% and 59.2% . It shows that although the es-
tablishing time of hier4 is more than flat’ s and hier3’s,
the simulation time is significantly reduced.

As Fig. 14 shows, the memory usage of hierd is
smaller than flat’ s and hier3’s. The memory usage is
1011MB, 288M and 198MB for flat, hier3 and hierd4
routing strategies respectively when the number of nodes
is 4000, which is reduced by 80.4% and 31.3%.
The memory usage is respectively 1178 MB and 463MB
for hier3 and hier4 routing strategy when the number of
node is 10000, reduced by 60.7% . As Fig. 15 shows,
the growth ratio of memory usage for hier4 is lower than
hier3 and Flat. As Fig. 16 shows, the memory usage of
hier4 policy is 0.2 times as much as flat and 0. 69 times
as much as hier3 for the number of nodes is 4000. For
10000, the memory usage of hierd is 0.39 times as
much as hier3. Compared with flat and hier3 policies,
the average simulation time is reduced by about 45. 8%
and 25% , indicating a remarkable decrease in memory

consumption.
1200 T
—o— flat
1000 | |5 hes .
—%— hier4

800 | 1
3 ",

600 il
g e
= -

400 f =5 1

200 1

0 1 1
0 5000 10000 15000
Number of nodes

Fig.14 The memory usage
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Fig.15 The growth ratio of memory usage
1 N‘ T T T T
09r —&— hier3/flat N
\ —%— hier4/flat
08F —E— hierd/hier3 1
o7 | -
0.6r X 1
\
05t R)
04
03r
02
0.1F
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Fig.16 The comparison of memory usage

As is shown in the results and analysis of the ex-
periments, compared with the routing policies based on
flat address or hierarchical address, the hierarchical
routing strategy based on IP address has significantly
enhanced the scale of the simulation and greatly re-
duced the simulation time and the resource consump-
tion.

4.2 Correctness of the hierarchical routing strate-
gy based on the IP address

The purpose of the network simulation is to output

trace files for users to analyze. The trace file of hierar-

chical routing strategy based on the IP address is

identical to the Trace file of flat IP address and the hi-

erarchical IP address, which indicates that the strategy

1s correct.
5 Conclusions

Routing strategy is one of the critical factors that
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restricts the scale of network simulation. This paper
points out and analyzes the weaknesses of routing strat-
egy based on flat address or hierarchical address in
NS2, such as small scale, high resource consumption,
low efficiency, fixed addresses and poor extensibility.
Then a hierarchical routing policy based on the IP ad-
dress is proposed. With authenticity ensured, the strat-
egy scales up topology, reduces simulation time and
memory consumption, so as to improve simulation per-
formance and efficiency. The experiment results show
that compared with the flat address, the scale of net-
work simulation is expanded by more than 200% and
the consumption of time and memory is reduced by
about 73% and 45.8% respectively, while compared
with the hierarchical address, the scale of the network
simulation is expanded by more than 50% and the con-
sumption of time and memory is reduced by about
59.2% and 25% respectively. The proportion of re-
ducing total simulation time and memory consumption
would gradually increase.
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