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Abstract

In accordance with the application requirements of high definition (HD) video surveillance sys-

tems, a real-time 5/3 lifting wavelet HD-video de-noising system is proposed with frame rate conver-

sion (FRC) based on a field-programmable gate array (FPGA) , which uses a 3-level pipeline par-

alleled 5/3 lifting wavelet transformation and reconstruction structure, as well as a fast BayesShrink

adaptive threshold filtering module. The proposed system demonstrates de-noising performance,

while also balancing system resources and achieving real-time processing. The experiments show that

the proposed system’ s maximum operating frequency ( through logic synthesis and layout using Quar-
tus 13. 1 software) can reach 178 MHz, based on the Altera Company’ s Stratix III EP3SESO series
FPGA. The proposed system can also satisfy real-time de-noising requirements of 1920 x 1080 at

60fps HD-video sources, while also significantly improving the peak signal to noise rate of the de-

noising images. Compared with similar systems, the system has the advantages of high operating fre-

quency, and the ability to support multiple source formats for real-time processing.
Key words: video surveillance, threshold filtering, discrete wavelet transformation ( DWT) ,

field-programmable gate array (FPGA), de-noising

0 Introduction

The performance of sampling devices, signal
transmission channels, and other factors may cause
noise to be added to video images in video surveillance
systems. The addition of noise degrades the display
quality of the images and affects subsequent analytical
processing. As such, the ability to remove noise in re-
al-time is critical to enhancing video quality. With the
continuous developments of high definition (HD) sig-
nal processing technology, quantities of video data, as
well as types of video sources, are increasing. Differ-
ent signal sources vary in their video formats, which
lead to different output resolutions from decoder chips
and different pixel clock frequencies. Therefore, video
surveillance systems require real-time processing with
frame rate conversion for multiple signal source for-
mats.

Presently, there are 3 types of hardware platforms
for implementing real-time video de-noising: (1) ap-
plication specific integrated circuit ( ASIC) platforms,
(2) digital signal processor ( DSP) platforms, and
(3) field-programmable gate array (FPGA) platforms.

The ASIC platform has a high operating frequency and
strong real-time processing ability; however, it re-
quires a longer design cycle and lacks flexibility in on-
line programming. Due to the limitation of instruction
execution of the DSP core processing structure and the
main frequency, the DSP-based system is deficient in
processing HD-video in real-time as it takes a long time
to deal with large amounts of image data. The FPGA-
based implementation can be programmed online, pro-
cessed in parallel, and achieve real-time performance
and low-power consumption, which is an improvement
over both the DSP and ASIC systems'''. As such, the
FPGA systems have garnered more attention and re-
search.

For instance, Katona, et al. > presented a real-
time implementation of wavelet video de-noising by
using 2 FPGA chips operated alternately in order to re-
alize wavelet decomposition and reconstruction. By uti-
lizing a ping-pong storage method and an operating
mechanism based on FPGA, Ma"*' attained a process-
ing result of 640 x 480 at 25fps. Ji, et al. '*' presented
a real-time implementation of wavelet image processing
using the Altera Stratix I series FPGA , which was able
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to process numerous image data in parallel, and
achieve a processing effect of 320 x 240 at 50fps.
Ning, et al. ") implemented a dynamic random-access
memory ( RAM) structure inside an FPGA device for a
5/3 lifting wavelet, which was suitable for pre-process-
ing, de-noising, and compression transmission for stat-
ic images. Tang, et al. '® presented an improved sys-
tem using the Altera Stratix II FPGA based on paral-
leled row processing, which realized the 3-level 2-di-
mensional (2-D) 9/7 integer wavelet transformations
for 1024 x 1024 at 100fps gray images under the oper-
ating clock frequency of 86.5MHz. Guo, et al.'”
presented a high performance and low memory discrete
wavelet transformation ( DWT) structure in JPEG2000,
which was verified on a Xilinx FPGA platform. Its op-
erating clock frequency reached 150MHz for 512 x 512
images and for wavelet decomposition. Wang, et al. '*'
proposed a real-time system with 2-D lifting integer
wavelet transformations using a very large scale integra-
tion (VLSI) structure based on row processing for sat-
ellite image encoding. The system was tested on a Xil-
inx FPGA platform and its highest operating frequency
was above 115MHz. Finally, Wang, et al. P used a
flipping structure and normalization steps in row and
column DWT and rearranged data using a multiplexer
in order to realize a 2-D 9/7 lifting wavelet VLSI struc-
ture in JPEG2000, with simulation frequency of up to
136MHz based on the FPGA.

The research for real-time video processing sys-
tems based on the FPGA platforms focuses on 2 areas:
the first area is concerned with reducing hardware re-
source overhead in order to improve resource utilization
efficiency. The second area is concerned with shorten-
ing the time delay of critical paths in order to improve
the system’ s operating speed. Liao, et al. ' pro-
posed a recursive algorithm which used the interde-
pendencies between the wavelet coefficients by inter-
leaving in order to calculate the higher level’ s wavelet
coefficients in the same data path in alternating clock
cycles. The algorithm improved hardware utilization,
but it caused high complexity in processing timing con-
trol, and more intermediate storage registers. Using the
similarities between prediction and updating functions,
Wu, et al. """ merged the 2 steps together in order to
increase operating frequency and reduce the consump-
tion of the hardware resources. Shi, et al. "' decom-
posed the serial operations of the lifting steps into many
small steps, which shortened critical paths and less-
ened register consumption by using the correlation be-
tween the steps to re - arrange the calculation . Wu'"’

proposed a 1-dimensional ( 1-D) multi-level pipeline
architecture for a 9/7 lifting wavelet structure in order
to shorten the time delay of critical paths; however,
the method consumed too many registers. By using the
abundant on-chip memories, ping-pong scheme, and
serial pipeline, Chen, et al. "' implemented a 5/3
lifting wavelet transformation which significantly re-
duced the number of registers in a 512 x 512 image.
Todkar, et al. "> proposed a pipelining and flipping
structure with the overlapped strip based on scanning
and calculation of the intermediate coefficients in order
to shorten the time delay of critical paths.

In actual applications of video surveillance sys-
tems, consideration must be given to both delay of crit-
ical paths and hardware resources. In accordance with
these requirements, a real-time 5/3 lifting wavelet HD-
video de-noising system based on an FPGA is proposed
which supports frame rate conversion (FRC) , and re-
alizes real-time de-noising for 1920 x 1080 at 60fps in
HD-video for display.

1 System hardware framework

Altera Company’ s Stratix 11T EP3SE80 series FP-
GA is based on 65nm processing technology, and is
characterized by rich logic resources, the ability to
support DDR2/DDR3 high-speed storage devices, high
performance, and low-power consumption. Based on
this FPGA hardware platform, this study proposes a re-
al-time 5/3 lifting wavelet HD-video de-noising system
with a frame rate conversion structure shown in Fig. 1.
The system contains the following components; a 3-lev-
el 5/3 lifting wavelet transformation, adaptive thresh-
old filtering, a paralleled lifting wavelet reconstruction
(also called wavelet inverse transformation), a frame
buffer interface control module for frame rate conver-
sion, and a memeory control module.

Vi de‘l’o input DDR2 memory || Display terminal

- f%i;Level 5{3t Frame buffer
ifting wavele! interface control
transformation DDR2
trol
+ wes Paralleled
Frame buffer | | module lifting wavelet
interface control reconstruction
I_> Adaptive threshold _T
FPGA filtering

Fig.1 The block diagram of the proposed 5/3 lifting wavelet

HD-video de-noising system
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A 5/3 lifting wavelet transformation with a 3-level
pipeline paralleled structure is selected to reduce serial
computation and achieve real-time processing, and an
adaptive threshold filtering is selected to remove noise.
Generally, there are different signal source formats with
different frame rates and pixel clock frequencies; how-
ever the display resolution of the display terminal re-
mains fixed. Therefore, frame rate conversion is nee-
ded between the input and output terminals. When the
output frame rate is lower than that of input, a corre-
sponding number of frames need to be extracted be-
tween the input frames to achieve the required frame
rate. Similarly, when the output frame rate is higher
than the input frame rate, a corresponding number of
frames need to be added to the input frames to achieve
the required frame rate.

The implementation of frame rate conversion is
shown in Fig.2 and contains the following parts

(1) Synchronization processing for the input sig-
nals of HS _ i ( Horizontal Synchronous Signal) , VS _i

corresponding output signals.

(2) A frame buffer part for input data. The frame
buffer part needs to buffer at least 3 frames through the
external DDR2 SDRAM memory.

(3) A logic control part for frame rate conver-
sion. The logic control part buffers the reading and
writing operations, and achieves frame rate conversion
for output.

As mentioned above, the input and output signals
may be asynchronous. The frame rate of the input sig-
nal can be greater than, equal to, or less than the
frame rate of the output signal. Therefore, a frame
buffer interface control module is designed in order to
facilitate basic frame rate conversion processing. The
reading and writing operation pointers ’ control for
frame rate conversion must meet the following rules:
first, the faster frame pointer should wait for the slower
frame pointer; second, the slower frame pointer needs
to circulate freely; third, the current writing frame
pointer is always the one previous to the current read-

( Vertical Synchronous Signal) , DE i (Image Enable ing frame.
Signal) , and PCLK i ( Pixel Clock Signal) to the
&Control signal »
DDR2 SDRAM DDR CTLR module
bid_clt2ddr
j2]
—PCLK i+ g
Video input HS i =
Synsignal ——VS i—p FRC Control signal 9
DE i — -
. _PCLK o] CONTROL
Videooutput —_HS o—» | 5G1C ) FRC
Synsignal ____yg o—'p —Control signal - .
DE_o—» DATA | 24bit}>Video output data
[ 24bit PATH
Video input data

Frame Rate Conversion Module

Fig.2 The module implementation for frame rate conversion

For a 1080p60 HD-video signal, the frame rate is
60fps, and each frame contains 1920 x 1080 pixels.
The processing time for each pixel should be no more
than 8ns. Considering the blanking region of the video
images, actual processing time for each pixel should be
no more than 6.7ns. Therefore, the minimum operat-
ing frequency for HD-video processing should be
148. SMHz.

In order to achieve real-time wavelet domain de-
noising for HD-video of 1920 x 1080 24bits, at 60fps,
2 writing and 2 reading operations on DDR2 are nee-
ded. The required maximum throughput of DDR2 for
HD-video of 1920 x 1080p60 is about 11.94Gbps. As-
suming the access efficiency of 32-bit DDR2 is 80%
and the clock frequency is 333MHz, the required

bandwidth will be about 17.05Gbps, which is much
larger than the required bandwidth of 11.94Gbps.
Therefore , it meets the bandwidth requirement for real-
time processing.

As such, the proposed system, which uses a
DDR2 with a clock frequency of 333MHz, meets the
clock frequency requirement for HD-video processing

in real-time.
2 Implementations of key modules

2.1 Implementation of 1-D 5/3 lifting wavelet
transformation

There are 2 kinds of wavelet transformations. The

first one is the traditional wavelet transformation. The
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second one is the lifting wavelet transformation, where
traditional wavelet transformation is based on the Fou-
rier transformation, which utilizes very complex calcu-
lations. Importantly, the lifting wavelet transformation
does not rely on the Fourier transformation; instead, it
constructs the wavelet in the time domain and realizes
integer to integer wavelet transformation. Moreover,
the lifting wavelet transformation has the following ad-
vantages: high transformation speed; easy to be used
in digital hardware circuits; and saving storage space
for signal processing. Furthermore, the splitting struc-
ture before operating ensures that there are no redun-
dant computations. Finally, wavelet reconstruction
using the lifting wavelet transformation method can be
obtained easily, which effectively reduces the power
consumption of the entire system.

Generally, the lifting wavelet transformation is di-
vided into 3 steps:

Step 1: Splitting. Divide the input sequence x(n)
into an odd sequence a(k) and an even sequence
b(k) , which can be expressed by

a(k) =x(2n-1) (1)
b(k) = x(2n) (2)

Step 2: Predicting. Construct prediction operator
P and use predictive value P(b(k)) of even sequence
b(k) to predict the odd sequence in order to obtain
high frequency information, as shown by

c(k) =a(k) - P(b(k)) (3)

Step 3: Updating. Construct update operator U
and update the even sequence by using the predictive
high frequency information to get the low frequency in-
formation, as shown by Eq. (4).

d(k) = b(k) + U(c(k)) (4)

The specific implementation process for the lifting
wavelet transformation is shown in Fig. 3.

—+)>d(k)

b(k)

x(n)—% Splitting ‘ ‘Predicting‘ ‘ Updating ‘

a(k)

(s
> =) pc(k)

Fig.3 The lifting wavelet transformation process

The wavelet reconstruction is the inverse process
of the lifting wavelet transformation. The process only
needs to reverse the processing sequence, and change
the operation sign of each step, as shown in Fig. 4.

d(k) =

v

A
[ Updating ‘ ’Predicting‘ ’ Merging ]—bx(n)
A A

c(k) >+

Fig.4 The lifting wavelet reconstruction process

In digital signal processing, the 5/3 integer lifting
wavelet transformation is characterized by low computa-
tion. It is especially suitable for image compression
and de-noising because the resources are limited but
high processing speed is still required''®’. The equa-
tions for 5/3 integer lifting wavelet transformations are

expressed as follows'"”

y(2n+1) =x(2n +1) _(Lx(Zn) +x(2n +2)J>

2

(5)
(2n -1) +y(2n+1)J)

y(2n) =x(2n) + (L F 1

(6)
The symbol | - | denotes the rounding operation.
x(2n +1) and x(2n) denote the input of odd and even
sequences, respectively. y(2n + 1) and y(2n) denote
the high and low frequency coefficients after wavelet
decomposition.
The formulas for 5/3 lifting wavelet reconstruction
can be expressed as

x(2n+1) =y(2n +1) +(Lx(2n) +x(2n+2)J)

2
(7)
x(2n) = y(2n)-(L y(2n-1) +4y(2n + I)J)
(8)

The direct implementation structure of the 1-D

5/3 DWT is presented in Fig.5.

x(2n) y(2n)
> R > +
Odd =
| + B
X(n)| and X
Y .
even
i 2R (¥
splitter |x(2n+1) J@n+])
> R +

Fig.5 The block scheme of the 5/3 direct DWT: where
a=-1/2, B=1/4, and R denotes the register

After a thorough analysis of hardware implementa-

. . 11
fions among direct structures y merged structures[ ] ,
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and flipping structures, a folding and pipeline tech-
nique is adopted to best implement the 5/3 lifting
wavelet transformation, as shown in Fig.6, where 1
and O in the selectors denote the odd and even inputs,
respectively. In this structure, the predicting and up-
dating steps use the folding and reuse method which
uses 1 multiplexer, 2 adders, and 7 registers to imple-

ment the 5/3 lifting wavelet transformation. The pro-
cessing time for critical paths can be assumed by the
calculation time of the multiplexer (Tm) to protect the
critical delay parameters and save registers. Therefore ,
a better hardware processing performance can be at-
tained. Table 1 depicts comparisons of the hardware
performance of various types of 1-D 5/3 DWT.

Fig.6 The folding and pipeline structure for 1-D 5/3 DWT

Table 1

Comparisons of hardware performances among 5/3 1-D DWT structures

Arithmetic resources Number of Critical Control

Structure type — — . .
Multiplication Addition registers paths complexity

Direct structure 2 4 17 Tm simple

Merged structure''! 1 2 10 Tm complex

Flipping structure 2 4 8 Tm complex

Structure in Ref. [ 12 ] 2 4 Tm + Ta normal

Proposed structure 1 2 Tm normal

2.2 Implementation of 2-D 5/3 lifting wavelet
transformation
The 2-D lifting wavelet transformation decomposes
an image into 4 sub-bands: a low frequency sub-band
(LL), a row high frequency sub-band (HL), a col-
umn high frequency sub-band (LH), and a high fre-
quency sub-band (HH). As shown in Fig.7, the im-
plementation of the 2-D wavelet transformation general-
ly requires row transformation, column transformation,
row buffer, and the corresponding control module.
When a number of row input image data complete row

transformation, the buffer data in the row buffer meet
the requirement for column transformation based on
pipeline processing. The column transformation begins
when the data stream is fully established in order to ob-
tain the wavelet coefficients of the LL., HL, LH, and
HH sub-bands. In the processing structure detailed
above, the required transformation processing can be
completed in a very short time delay using several rows
of data processing, which improves the ability for real-
time data processing.

Mﬂ Row 1-D DWT module H Row buffer H Column 1-D DWT module }—»LL’HL

/

T

LH,HH
t

 ——

Control module

Data buffer

Fig.7 The implementation of 2-D wavelet transformation

In this study, a 3-level wavelet decomposition
method is adopted based on the single level 2-D wave-
let transformation mentioned above. This method utili-
zes a 3-level pipeline structure processing in parallel to

guarantee completion of the 3-level wavelet transforma-
tion within a specific frame period to achieve real-time
processing. The pipeline block scheme of the 3-level
5/3 2-D DWT is shown in Fig. 8.
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Fig.8 The pipeline block scheme of the 3-level 5/3 2-D DWT

2.3 Implementation of adaptive threshold filte-
ring

The vast majority of signal energy is gathered from
a small number of low frequency coefficients, while
noise, textures, and edges are scattered on the high
frequency coefficients in the wavelet domain of an im-
age. Thus, it is reasonable to set an appropriate
threshold in order to remove noise but maintain details
effectively. The commonly used processing strategies
for thresholds are hard thresholds, soft thresholds, and
semi-soft thresholds'"™®'. The BayesShrink threshold
method is an adaptive one combining with the image
distribution characteristics of the wavelet domain'""’.
Signal intensity is estimated by the average energy of

the wavelet sub-band coefficients, after which the
threshold is selected adaptively by energy comparison.
This method has been widely used in image de-noising.

Fig.9 presents the de-noising results by spatial
mean filtering and the wavelet BayesShrink threshold,
respectively. The image with noise is obtained by
adding Gaussian noise with a variance of ¢ =20 to the
original image. From the values of peak signal to noise
rate (PSNR) of the processed images, it can be con-
cluded that the wavelet BayesShrink threshold de-noi-
sing method has a better performance than the spatial
mean filtering method in noise removal and details and
edge protection.

Fig.9 Comparisons of image de-noising results; (a) The collected image; (b) The noised image ( PSNR = 22.1162dB) ;
(¢) Results by spatial mean filtering (PSNR =22.323dB) ; (d) Results by wavelet BayesShrink de-noising

(PSNR = 27.8627dB)

Threshold computing and shrinkage are merged in
the wavelet transformation and reconstruction proces-

ses, then the hardware implementation model is estab-
lished which reduces memory bandwidth consumption
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and processing time compared to serial processing. It
also effectively improves real-time performance, as

shown in Fig. 10.

Adaptive threshold filtering

Wavelet [ o o e Nssiatiustion
. coefficients estimation ™ Threshold | ;| Coefficient || |wayelet inverse| : output

. from wavelet S : %] threshold m% . formation [

. decomposition_| 015y signa. calculation| :| processing

energy calculation | °

-of the front-end

Wavelet transformation

read from DDR2

Wavelet coefficients

Wavelet reconstruction

Frame buffer
control interface

Fig.10 The block scheme of computing the wavelet domain image de-noising threshold

The wavelet threshold de-noising module can be
divided into 4 components: the noisy signal energy cal-
culation, the noise variance estimation, the threshold
calculation, and coefficient threshold processing. In
order to attain quick hardware implementation, the
noise variance constant 0. 6745 can be transformed into
X/0.6745 =X+ (1 +2"( -1) =2"( -6)). By using
a shift-and-add calculation such as “X + (X > >1) -
(X> >6)", the consumption resources can be re-
duced for division. In noise variance estimation, calcu-
lations of the median value of the HH sub-band coeffi-
cients are implemented via RAM structure. Based on
the statistic method for RAM calculation with a storage
depth of 256, absolute values of the HH coefficients
(ranging from O to 255) are mapped linearly to the ad-
dresses of the configured memory. Each address stores
the number of coefficients of the corresponding high
frequency sub-band. The value of the address mapped
to the high frequency is added to the coefficients in the
HH sub-band when it is traversed. After data traver-
sing, the data in RAM is added together in ascending
order. When the accumulation value arrives at the me-
dian of the total number, the corresponding address is
deemed the median value of the HH sub-band coeffi-
cient. This method avoids the complex sorting and
comparison process, and the traversing statistic process

can be completed in the coefficient storage step of
wavelet decomposition. Moreover, it has the advantage
of not adding extra time overhead, which makes it ideal
for the high speed and real-time implementation of an

FPGA device.

2.4 Real-time implementation of 5/3 lifting wave-

let reconstruction

The direct level-by-level implementation method
for wavelet reconstruction is simple to control and re-
quires minimum resource consumption. However, the
number of periods required for the entire 3-level recon-
struction is N/16 + N/4 + N, where N denotes the total
pixels of an image. The reconstruction periods increase
as N becomes larger. For an image in a 1080P HD-
video, N will be more than 2 million pixels, which is
difficult for real-time processing. As such, an adaptive
paralleled reconstruction structure is utilized for real-
time processing, as shown in Fig. 11. In order to en-
sure that the reconstruction is completed within a speci-
fied frame period, a pipeline operation is set up
(which keeps the correct order for each level’ s recon-
struction ). Furthermore, a reading and writing strategy
for the DDR2 controller is established to prevent inter-
ruption from the reconstructed data source.

LL3, HL3, HH3, LH3 34 Jevel s
reconstruction 2nd Jevel
ion [LL1
reconstruction s
| HL2, LH2, HH2 I#feve] | Dernolsad
| H‘Ll LHL. HHI reconstruction Image

Fig.11 The block scheme of paralleled wavelet reconstruction

In order to meet the requirements described
above, and in consideration of the reading and writing
characteristics of the external DDR2, as well as the
time sequence of the paralleled structures for wavelet
domain reconstruction ( shown in Fig. 12) , this study
proposes a 3-level folding and paralleled wavelet recon-

struction structure based on an FPGA. First, the third
level wavelet reconstruction applies for reading wavelet
data from the DDR2 SDRAM through the frame buffer
control interface using Data Enable3 (which means the
data signal is enabled, valid, and at a high level).
Next, the second level reconstruction obtains the LI2
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from the third level reconstruction and applies for read-
ing data from DDR2 SDRAM through the frame buffer
control interface using Data Enable2’ ( which means
the DDR2 interface cache applied to is enabled, valid,
and at a high level). The first level reconstruction can
be done in the same way. The proposed method recon-

— -

structs 1 frame within 1 frame period, which signifi-
cantly shortens reconstruction delay compared to the
implementation method for reconstruction proposed by

Zhong. '

leled multi-level structure that required 1.8125 frame

"('which was based on a double-path paral-

periods to reconstruct one frame ).

[ |

Data Enable3-
Level3 Idwt < e b e - S
—_— ~ — ~ — ~ —
N
N \T N
\ R o
Data Enable2 - LI2 Dot “ \ W
\ 5
Data Enable2' \ | \ | ]
Level2 Idwt 4‘ —‘ —‘ ey —
\
‘ \ \
Data Enablel LL1 Data N ‘ 4\ N ‘ \ ‘ [ ]
\ ﬁ 4\7 el
Data Enablel' ‘ \t t k‘ |

Levell Idwt

Data from
*—/DDR2 memory e

Data from the higher level
pipeline reconstruction

Fig.12 The time sequence of the 3-level paralleled wavelet reconstruction

3 Test results

The Altera Company’ s Stratix III EP3SE80 series
FPGA platform is chosen in order to test the effective-
ness and real-time performance of the proposed de-noi-
the input

sing system. In this experiment platform,

video sources are used from DVI signals with 3 differ-
ent formats; 1920 x 1080 at 60Hz, 1280 x 1024 at
60Hz, and 1024 x 768 at 60Hz. After acquisition and

de-noising process, the 3 video signal outputs are 1920
x 1080 at 60Hz DVI signals for display.

Afterwards,
synthesize the design codes.

Quartus 13.1 is used to compile and
The synthesis report is
presented in Table 2. As shown in Table 2, the system
meets the resource requirements, and the highest oper-
ating frequency reaches 178 MHz ( which is higher than
the minimum frequency of 148. SMHz required for

1080p60 HD-video).

Table 2 System synthesis report

Item

Synthesis report

Quartus version

13.1 Build 162 10/23/2013 S} Full Version

Top-level entity name

Family device

Timing models

Logic utilization
Combinational ALUTs
Memory ALUTSs
Dedicated logic register

Total registers

Total pins

Total block memory bits

DSP block 18-bit elements

Total PLLs

Total DLLs

Operating frequency

Video _ denoising

Stratix 11T EP3SE80F1152C4
Final

31%

13750/64000(21% )
220/32000( <1% )
13524/64000(21% )
13760

127/744(17% )
3073619/6331392(49% )
108/672(16% )
2/8(25% )

1/4(25% )

178MHz
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For actual video applications in video surveil-
lance, the proposed system is able to stably output
clear images, and realize dynamic real-time HD-video
de-noising.

4 Conclusion

A hardware implementation for real-time HD-video
de-noising based on an FPGA from the Altera Compa-
ny’ s Stratix III EP3SESO series device is presented.
The system utilizes a 5/3 lifting wavelet de-noising
technique and supports frame rate conversion for HD-
video, and a frame rate conversion structure, a 3-level
paralleled and pipeline structure, a 1-D folding and
pipeline structure, and adaptive threshold filtering.
Moreover, the system maintains a balance between low
resource consumption and high operational efficiency.
The system synthesis results show that the operating
frequency is able to reach 178 MHz, which meets the
minimum frequency requirement of 148. SMHz, allo-
wing for real-time de-noising for 1080p60 HD-videos.
Furthermore, the implementation system has been suc-
cessfully applied to an agricultural surveillance system,
and meets not only the needs of a variety of input signal
sources but also better deals with noise caused by the
front-end of the video surveillance.
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