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Abstract

Automatic image annotation has been an active topic of research in computer vision and pattern
recognition for decades. A two stage automatic image annotation method based on Gaussian mixture
model (GMM) and random walk model ( abbreviated as GMM-RW ) is presented. To start with,
GMM fitted by the rival penalized expectation maximization (RPEM) algorithm is employed to esti-
mate the posterior probabilities of each annotation keyword. Subsequently, a random walk process
over the constructed label similarity graph is implemented to further mine the potential correlations of
the candidate annotations so as to capture the refining results, which plays a crucial role in semantic
based image retrieval. The contributions exhibited in this work are multifold. First, GMM is exploi-
ted to capture the initial semantic annotations, especially the RPEM algorithm is utilized to train the
model that can determine the number of components in GMM automatically. Second, a label similar-
ity graph is constructed by a weighted linear combination of label similarity and visual similarity of
images associated with the corresponding labels, which is able to avoid the phenomena of polysemy
and synonym efficiently during the image annotation process. Third, the random walk is implemen-
ted over the constructed label graph to further refine the candidate set of annotations generated by
GMM. Conducted experiments on the standard Corel5k demonstrate that GMM-RW is significantly
more effective than several state-of-the-arts regarding their effectiveness and efficiency in the task of

automatic image annotation.

Key words: semantic image annotation, Gaussian mixture model (GMM) , random walk, rival

penalized expectation maximization (RPEM) , image retrieval

0 Introduction

With the advent and popularity of world wide
web, the number of accessible digital images for vari-
ous purposes is growing at an exponential speed. To
make the best use of these resources, people need an
efficient and effective tool to manage them. In such
context, content-based image retrieval (CBIR) was in-
troduced in early 1990s, which heavily depends on the
low-level features to find images relevant to the query
concept that is represented by the query example pro-
vided by the user. However, in the field of computer
vision and multimedia processing, the semantic gap be-
tween low-level visual features and high-level semantic
concepts is a major obstacle to CBIR. As a result, au-
tomatic image annotation ( AIA) has appeared and be-

come an active topic of research in computer vision for

decades due to its potentially large impact on both im-
To be

specific, AIA refers to a process to generate textual

age understanding and web image search''’.

words automatically to describe the content of a given
image, which plays a crucial role in semantic based
image retrieval. As can be seen from the literature, the
research on AIA has mainly proceeded along two cate-
gories. The first one poses image annotation as a super-
vised classification problem, which treats each seman-
tic keyword or concept as an independent class and as-
signs each keyword or concept one classifier. More
specifically, such kind of approaches predicts the an-
notations for a new image by computing the similarity at
visual level and propagating corresponding keywords
subsequently. Representative work includes automatic

linguistic index for pictures'> and supervised formula-
tion for semantic image annotation and retrieval *'. In

contrast, the second category treats the words and visu-
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al tokens in each image as equivalent features in differ-
ent modalities. Followed by image annotation is formal-
ized via modeling the joint distribution of visual and
textual features on the training data and predicting the
missing textual features for a new image. Representa-
tive research includes translation model ( TM )",
cross-media relevance model (CMRM) 1 continuous
space relevance model (CRM)'® | multiple Bernoulli
relevance model ( MBRM) ", probabilistic latent se-
mantic analysis ( PLSA)"® and correlated topic mod-
el®’ | etc. By comparison, the former approach is rela-
tively direct and natural to be understood. However,
its performance is limited with the increase of the num-
ber of the semantic concepts and explosive multimedia
data on the web. On the other hand, the latter often
requires large-scale parameters to be estimated and the
accuracy is strongly affected by the quantity and quality
of the training data available.

The content of this paper is structured as follows.
Section 1 summarizes the related work, particularly
GMM applied in the fields of automatic image annota-
tion and retrieval. Section 2 elaborates the proposed
GMM-RW model, including its parameter estimation,
label similarity graph and refining annotation based on
the random walk. In Section 3, conducted experiments
are reported and analyzed based on the standard
Corel5k dataset. Finally, some concluding remarks
and potential research directions of GMM in the future
are given in Section 4.

1 Related work

Gaussian mixture model (GMM) , as another kind
of supervised learning method, has been extensively
applied in machine learning and pattern recognition.
As the representative work using GMM for automatic
image annotation, Yang, et al. "’ formulate AIA as a
supervised multi-class labeling problem. They employ
color and texture features to form two separate vectors
for which two independent Gaussian mixture models are
estimated from the training set as the class densities by
means of the EM algorithm in conjunction with a de-
noising technique. In Ref. [11], an effective visual
vocabulary was constructed by applying hierarchical
GMM instead of the traditional clustering methods.
Meanwhile, PLSA was utilized to explore semantic as-
pects of visual concepts and to discover topic clusters
among documents and visual words so that every image
could be projected on to a lower dimensional topic
space for more efficient annotation. Besides, Wang, et
al. '"* adapted the conventional GMM to a global one
estimated by all patches from training images along

with an image-specific GMM obtained by adapting the
mean vectors of the global GMM and retaining the mix-
ture weights and covariance matrices. Afterwards GMM
is embedded into the max-min posterior pseudo-proba-
bilities for AIA, in which the concept-specific visual
vocabularies are generated by assuming that the local-
ized features of images with a specific concept satisfy
the distribution of GMM""’.

that the spatial relation among objects is very important

It is generally believed

for image understanding and recognition. In more re-
cent work'"' | a new method for automatic image anno-
tation based on GMM by region-based color and coordi-
nate of matching is proposed to be taken into account
this factor. To be specific, this method firstly partitions
images into disjoint, connected regions with color fea-
tures and x-y coordinate while a training dataset is
modeled through GMM to have a stable annotation re-
sult in the later phase.

As the representative work for CBIR, Sahbi "’
proposed a GMM for clustering and its application to
image retrieval. In particular, each cluster of data,
modeled as a GMM into an input space, is interpreted
as a hyperplane in a high dimensional mapping space
where the underlying coefficients are found by solving a
quadratic programming problem. In Ref. [16], GMM
was leveraged to work on color histograms built with
weights delivered by the bilateral filter scheme, which
enabled the retrieval system not only to consider the
global distribution of the color image pixels but also to
take into account their spatial arrangement. In the
work of Sayad, et al. 170 a new method was intro-
duced by using multilayer PLSA for image retrieval,
which could effectively eliminate the noisiest words
generated by the vocabulary building process. Mean-
while, the edge context descriptor is extracted by GMM
as well as a spatial weighting scheme is constructed
based on GMM to reflect the information about the spa-
tial structure of the images. At the same time, Raju,
et al. '™ presented a method for CBIR by making use
of the generalized GMM. Wan, et al. ") proposed a
clustering based indexing approach called GMM cluster
forest to support multi-features based similarity search
In addition, GMM

has also been successfully applied in the task of other
[2024]

in high-dimensional spaces, etc.

multimedia related fields

As briefly reviewed above, most of these GMM re-
lated models can achieve encouraging performance and
motivate us to explore better image annotation methods
with the help of their excellent experiences and knowl-
edge. So in this paper, a two stage automatic image
annotation method is proposed based on Gaussian mix-
ture model and random walk. First, GMM is learned



HIGH TECHNOLOGY LETTERSIVol. 23 No. 2| June 2017

223

by the rival penalized expectation maximization algo-
rithm to estimate the posterior probabilities of each an-
notation keyword. In other words, GMM is exploited to
capture the initial semantic annotations, which can be
seen as the first stage of AIA. Second, a label similari-
ty graph is constructed by a weighted linear combina-
tion of label similarity and visual similarity of images
associated with the corresponding labels, which can ef-
ficiently avoid the phenomena of polysemy and syno-
nym. Third, the random walk is implemented over the
constructed label graph to further refine the candidate
set of annotations generated by GMM, which can be

viewed as the second stage of image annotation. At

Image segmentation
(Regular blocks)

v

Feature extraction

and normalization

GMM initialization

length, extensive experiments on Corel5k dataset vali-
date the effectiveness and efficiency of the proposed
model.

2 Proposed GMM-RW

In this section, the scheme of the GMM-RW mod-
el proposed in this study is first described (as depicted
in Fig. 1). GMM-RW

from three aspects of GMM and its parameter estima-

Subsequently , is elaborated

tion, construction of the label similarity graph and refi-
ning annotation based on the random walk, respective-

ly.
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Fig.1 Scheme of the proposed GMM-RW model

2.1 GMM and its parameter estimation

A Gaussian mixture model is a parametric proba-
bility density function represented as a weighted sum of
Gaussian component densities. GMM is commonly used
as a parametric model of the probability distribution of
continuous measurements. More formally, a GMM is a
weighted sum of M component Gaussian densities as
given by the following equation.

p(x1A) = Y we(xip, 3) (1)

ey
where x is a D-dimensional continuous-valued data
vector, w; (i = 1,2, -+, M) denotes the mixture
weights, g(xlu;, %,;), i=1,2,---,M, are the com-
ponent Gaussian densities. Each component density is
a D-variate Gaussian function as follows.
g(xlp;, %) =
1
Qm)" 1 3|

7 exp _%<x _Mi)TZi_l (x—p;) |
(2)

with mean vector u; and covariance matrix %,. The
mixture weights satisfy the constraint, i.e. , sum to 1.

The complete GMM is parameterized by the mean vec-
tors, covariance matrices and mixture weights from all
the component densities, and these parameters can be
collectively represented by the notation A = {w,,u,,
34,i=1,2,- M.

There are several techniques available for estima-
ting parameters of GMM. By far the most popular and
well-established method
(ML) estimation, whose aim is to find the model pa-

is the maximum likelihood

rameters to maximize the likelihood of the GMM given
the training data. But in general, the expectation-max-
imization (EM) algorithm is employed to fit GMM due
to the infeasibility of direct maximization for ML. How-
ever, there is no penalty for the redundant mixture
components based on the EM, which means that the
number of components in a GMM cannot be automati-
cally determined and has to be assigned in advance. To
this end, the rival penalized expectation maximization
(RPEM) algorithm'®’ is leveraged to determine the
number of components as well as to estimate the model
parameters. Since RPEM introduces unequal weights
into the conventional likelihood, the weighted likeli-
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hood can be written as below :
1 N 1 N
Q()\,X) = N; logp(xil A) = ]\Tg;l(xm)\)
(3)

with
M

Aid) = Y gl loglop (x| 3)) ]

= 2801 x,A) logh(j1 x;,4)
j=1

(4)
where h(jlx;,A) =wp(x; Iy, X,)/p(x;11) is the
posterior probability that x; belongs to the j-th compo-

nent in the mixture, A is a positive constant, g(jlx;,
A),j=1,2,--- M, are designable weight functions,

satisfying the following constraints ;
M

N eg(jlw,A) =¢, 1<i<N (5)

j=1

In literature ™", they are constructed as follows
g(]| xi’/\) = (1 +3i>l<j| xi’/\) _gih’<j| xi’)\)
(6)

where I(jlx;,A) equals to 1 if j = argmax,_,_,h(ilx,

[24]

A) and O otherwise. g, is a small positive quantity.
The major steps of RPEM algorithm can be summarized
as below ;

Algorithm 1: The RPEM algorithm for GMM modeling

Input . feature vector x, M, the learning rate 1, the maximum

number of epochs epoch

max 3

Process:

1. epoch _count =0, m=0;
while epoch _ count <epoch do

2
3. fori=1to N do
4

max

initialize A as A‘”.

Given A™ | calculate h(j 1 x,,A"™ ) to obtain g(j | x,,A™) by Eq. (6).

/\(m+]) - )\(m) +A)\ - )\(m) +

9]

m=m + 1.

epoch _ count = epoch _ count +1;

6
7. end for
8
9

. end while
Output; the converged A for GMM.

l(x,50)
n

’

aA A(m)

Based on Gaussian mixture model and RPEM al-
gorithm described above, GMM can be trained and uti-
lized to characterize the semantic model of the given
concepts by Eq. (1). Assume that the training image
is represented by both a visual feature X = {x,, x,,--,
x, | and a keyword list W= {w,, w,,-,w,}, where
x;(1=1,2,---,m) denotes the visual feature for region
i and w,(j=1,2,--+,n) is the j-th keyword in the an-
notation. For a test image I represented by its visual
feature vector X = {«x,, «x,, --*, x, |, according to
Bayesian rule, the posterior probability p (w; 1) can
be calculated based on the conditional probability p( 71

w,) and prior probability p(w,) as follows:

Mw'ﬂwﬂM%HMMM) (7)

From Eq. (7), the top n keywords can be select-
ed as the initial annotations for image X.

2.2 Construction of the label similarity graph
In the process of automatic image annotation, at
least three kinds of relations are involved based on two

different modal data. That is, image-to-image, image-
to-word and word-to-word relations. How to reasonably
reflect these cross-modal relations between images and
words plays a critical role in the task of ATA. Note that

t[26]

the most common approaches include WordNe and

normalized Google distance ( NGD)'?".
definitions, it can be easily observed that NGD is actu-

From their

ally a measure of the contextual relation while WordNet
focuses on the semantic meaning of the keyword itself.
Moreover, both of them build word correlations only
based on the textual descriptions whereas the visual in-
formation of images in the dataset is not considered at
all, which can easily lead to the phenomenon that dif-
ferent images with the same candidate annotations
would obtain the same annotation results after the re-
fined process. For this reason, an effective pairwise
similarity strategy is devised by calculating a weighted
linear combination of label similarity and visual similar-
ity of images associated with the corresponding labels,
in which the label similarity between words w; and ) is
defined as
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s (w;, wy) = exp( = d(w;, w;)) (8)
where d(w,;, w;) represents the distance between two
words w; and w; and it is defined similarly to NGD as
below :
max (logf(10,) logf(10,) ) ~ logf(u, ;)
d(w; ,w;) = : o . :

! logG — min(logf(w,) ,logf(w;) )
(9)

where f(w,;) and f(w;) denote the numbers of images

containing words w, and w; respectively, f(w,, w;) is
the number of images containing both w; and w;, G is
the total number of images in the dataset.

Similar to Ref. [28 ], for label w associated with
image x, the nearest neighbors of K are collected from
images containing w, and these images can be regarded
as the exemplars of label w with respect to x. Thus
from the point view of labels associated with an image,
the visual similarity between labels w, and w; is given
as follows;

_ I N ES
s, (w;, w,-) = exp( K x Kxefu;'erwj o’ )
(10)
where [', is the representative image collection of word
w, x and y denote image features corresponding to the
respective image collections of words w; and w,, o is
the user-defined radius parameter for the Gaussian ker-
nel function. To benefit from each other of the two sim-
ilarities described above, a weighted linear combina-
tion of label similarity and visual similarity is defined
as below ;
sy = s(w,;, w;)

:/\Sl(wi’wj> + (1 _A)S,,v(wnwj) (11)
where A € [0,1] is utilized to control the weights for
each measurement.

2.3 Refining annotation based on random walk

In the following, the refining image annotation
stage is to be elaborated based on the initial annota-
tions generated by GMM and the random walk model.
Given that a label graph constructed in subsection 2. 2
with n nodes, r, (i) is used to denote the relevance
score of node i at iteration k, P denotes a n-by-n tran-
sition matrix, whose element p, indicates the probabili-
ty of the transition from node i to node j and it is com-
puted as

RS (12)
Wik
where s, is the pairwise label similarity ( defined by
Eq. (11)) between node i and node j. Then the ran-
dom walk process can be formulated as

. (J) :azrk—l<i>pij+<1 - )y, (13)

where o € (0,1) is a weight parameter to be deter-
mined, v; denotes the initial annotation probabilistic
scores calculated by the GMM. In the process of refi-
ning image annotation, random walk proceeds until it
reaches the steady-state probability distribution and
subsequently the top several candidates with the highest
probabilities can be seen as the final refining image an-
notation results.

3 Experimental results and analysis

3.1 Dataset and evaluation measures

The proposed GMM-RW is tested on the Corel5k
image dataset obtained from the literature'*’. CorelSk
consists of 5,000 images from 50 Corel Stock Photo
CD’s. Each CD contains 100 images with a certain
theme (e.g. polar bears) , of which 90 are designated
to be in the training set and 10 in the test set, resulting
in 4,500 training images and a balanced 500-image
test collection. Alternatively, for the sake of fair com-
parison, similar features to Ref. [7] are extracted.
First of all, images are simply decompose into a set of
32 x 32-sized blocks, followed by computing a 36-dim
feature vector for each block, consisting of 24 color
features (auto-correlogram) computed over 8 quantized
colors and 3 manhattan distances, 12 texture features
( Gabor filter) computed over 3 scales and 4 orienta-
tions. As a result, each block is represented as a 36-
dim feature vector. Finally, each image is represented
as a bag of features, i. e. , a set of 36 dimensional vec-
tors. And these features are subsequently employed to
train GMM based on the RPEM algorithm. In addition,
the value of A in Eq. (11) is set to be 0.6, and the
value of a in Eq. (13) is set to be 0.5 by trial and er-
ror. Without loss of generality, the commonly used
metrics precision and recall of every word in the test set
are calculated and the mean of these values is utilized

to summarize the performance.

3.2 Results of automatic image annotation

Matlab 7. 0 is applied to implement the proposed
GMM-RW model. Specifically, the experiments are
carried out on a 1. 80GHz Intel Core Duo CPU personal
computer (PC) with 2.0G memory running Microsoft
windows xp professional. To verify the effectiveness of
the proposed model, it is compared with several previ-

ous approaches "

. Table 1 reports the experimental
results based on two sets of words: the subset of 49
best words and the complete set of all 260 words occur
in the training set. From Table 1, it is clear that the
model markedly outperforms all the others, especially

the first three approaches. Meanwhile, it is also supe-
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rior to PLSA-WORDS and MBRM by the gains of 21
and 4 words with non-zero recall, 30% and 4% mean
per-word recall in conjunction with 79% and 4% mean
per-word precision on the set of 260 words respective-

ly. In addition, compared to MBRM on the set of 49
best words, improvement can be get in mean per-word
precision despite the mean per-word recall of GMM-

RW is the same as that of MBRM.

Table 1  Performance comparison on Corel5k dataset
Models T™ CMRM CRM PLSA-WORDS MBRM GMM-RW
#words with recall >0 49 66 107 105 122 126
Results on 49 best words
Mean per-word recall 0.34 0.48 0.70 0.71 0.78 0.78
Mean per-word precision 0.20 0.40 0.59 0.56 0.74 0.77
Results on all 260 words
Mean per-word recall 0.04 0.09 0.19 0.20 0.25 0.26
Mean per-word precision 0.06 0.10 0.16 0.14 0.24 0.25

To further illustrate the effect of GMM-RW model
for automatic image annotation, Fig.?2 displays the av-
erage annotation precision of the selected 10 words

“ build-

”

i

, 3 tree ”

“ ” [ . ” [ ’
flowers” , “ mountain snow

b
ing” , “beach”, “water”, “sky”, “bear” and “cat

based on GMM and GMM-RW models, respectively.

As shown in Fig.2, the average precision of the model

’

is obviously higher than that of GMM. The reason lies
in that in addition to profit from the calculation strategy
of cross-modal relations between images and words.
GMM-RW, to a large extent, takes benefit from the
random walk process to further mine the correlation of
the candidate annotations.

GMM
09} o
B GMM-RW
08
0.7 |

I

flowers mountain snow tree

building beach

water sky bear cat

Fig.2 Average precision based on GMM and GMM-RW

Alternatively, Table 2 shows some examples of
image annotation (only eight cases are listed here due
to the limited space) produced by PLSA-WORDS and
GMM-RW, respectively. It is clearly observed that the
model is able to generate more accurate annotation re-
sults compared with the original annotations as well as
the ones provided in Ref. [8].

in the first row for example, there exist four tags in the

Taking the first image

original annotation. However, after annotation by
GMM-RW, its annotation is enriched by the other key-

“ ” M M .
word “grass” , which is very appropriate and reasona-

ble to describe the visual content of the image. On the
other side, it is important to note that the annotation
ranking of the keywords compared to that generated by
the PLSA-WORDS is more reasonable, which plays a
crucial role in semantic based image retrieval. In addi-
tion, as for the complexity of GMM-RW , assuming that
there are D training images and each image produces R
visual feature vectors, then the complexity of our model
is O (DR), which is similar to the classic CRM and
MBRM models mentioned in Ref. [3].
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Table 2 Annotation comparison with PLSA-WORDS and GMM-RW

Images
; A - : " ’
Ground truth garden, flowers, mountain, water, sky, pyramids, stone, water, boats, village,
annotation landscape, trees clouds people, camels harbor
PLSA-WORDS flowers, garden, mountain, clouds, stone, pyramids, water, beach, boats,
annotation farm, trees, bench boat, coast, hut mountain, columns harbor, skyline
GMM-RW flowers, garden, mountain, sky, water,  stone, pyramids, sky,  boats, water, harbor,
annotation farm, trees, grass clouds, boat sand, antelope beach, sky
Images
N
K. [t R ./ ", v. P B
Ground truth waved, albatross, polar, bear, snow, zebra, grass, planes,  beach, people, water,
annotation flight, sky tundra profile sky
i ’ ﬂ. t’
PLSA-WORDS city, fligh polar, bear, tundra, grass, zebra, planes, sky, beach, snow,
. ceremony, pond, : )
annotation A snow, ice herd, cat sand, mountain
swallow-tailed
GMM-RW bird, flight, sky, bear, polar, snow, zebra, grass, planes, beach, sky, water,
annotation waved, albatross tundra, ice herd, trees wave, people

4 Conclusions and future work

In this paper, a two stage automatic image annota-
tion method is presented based on GMM and a random
walk model. First of all, GMM fitted by the rival pe-
nalized expectation maximization is applied to estimate
the posterior probabilities of each annotation keyword.
Followed by a random walk process over the construc-
ted label similarity graph is implemented to further
mine the correlation of the candidate annotations so as
to capture the refining results. Particularly, the label
similarity graph is constructed by a weighted linear
combination of label similarity and visual similarity of
images associated with the corresponding labels, which
can efficiently avoid the phenomena of polysemy and
synonym in the course of automatic image annotation.
Extensive experiments on the general-purpose CorelSk
dataset validate the feasibility and utility of the pro-
posed GMM-RW model.

As for future work, a plan is made to explore
more powerful GMM related models for automatic image
annotation from the following aspects. First, due to the
classic GMM has limitation in its modeling abilities as
all data points of an object are required to be generated

from a pool of mixtures with the same set of mixture
weights, so how to determine the weight factors of
GMM more appropriately is well worth exploring. Sec-
ond, how to speed up the GMM estimation with EM al-
gorithm is also an important work for large-scale multi-
media processing. In other words, the choice of alter-
nate estimation techniques for the estimation of GMM
parameters could also be very valuable. Third, how to
introduce semi-supervised learning into the proposed
approach to utilize the labeled and unlabeled data sim-
ultaneously is a worthy research direction. At the same
time, work on web image annotation is continued by
refining more relevant semantic information from web
pages and building more suitable connection between
image content features and available semantic informa-
tion. Last but not the least, GMM-RW should be ex-
pected to be applied in more wider ranges to deal with
more multimedia related tasks, such as speech recogni-
tion, video recognition and other multimedia event de-
tection tasks, etc.
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