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Abstract

Social media like Twitter who serves as a novel news medium and has become increasingly pop-

ular since its establishment. Large scale first-hand user-generated tweets motivate automatic event

detection on Twitter. Previous unsupervised approaches detected events by clustering words. These

methods detect events using burstiness, which measures surging frequencies of words at certain time

windows. However, event clusters represented by a set of individual words are difficult to under-

stand. This issue is addressed by building a document-level event detection model that directly cal-

culates the burstiness of tweets, leveraging distributed word representations for modeling semantic in-

formation, thereby avoiding sparsity. Results show that the document-level model not only offers

event summaries that are directly human-readable, but also gives significantly improved accuracies

compared to previous methods on unsupervised tweet event detection, which are based on words/seg-

ments.
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0 Introduction

Twitter has been recognized as an important
source of news information, which can be faster than
traditional media''’. Large scale first-hand tweets moti-
vate event detection on Twitter, which can be further
used for tasks such as disaster event detection, event-
based sentiment mining and stock analysis. Similar to
Ref. [2], an event is defined as a group of features
(e. g., words) obtained from a collection of tweets.
Event detection based on tweets is challenging because
tweets are in large scale and contain noise and mun-
dane updates. While supervised learning approaches'”
can be wuseful for detection on specific types of

431 open domain tweet event detection has

events
been mostly addressed using unsupervised approaches.

The dominant approach for unsupervised event de-
tection on tweets clusters similar words'®' or segments
(n-grams)?', detecting events based on burstiness of
topics and difference from mundane posts. In particu-
lar, such feature-pivot methods select meaningful and
informative features (e.g. words/segments) for repre-
senting tweets. Burstiness is calculated to select fea-
tures that surge in frequency, which uses an essential

source of information for detecting emerging events.
However, one disadvantage of word and segment fea-
tures is that they cannot fully convey event information.
Manual links to tweets or search engines are necessary
to recover the original event from word clusters.

In contrast, tweets are directly human-readable,
and hence tweet clusters can be directly used as event
summaries. However, little work in the literature has
used tweets as features for unsupervised event detec-
tion. A major challenge is sparsity, which prevents
tweets from being used for count-based features, which
are used by word/segment-based methods. In addi-
tion, since tweet streams can be large, efficiency is
necessary when mapping tweets into features. To ad-
dress challenges above, the use of word embeddings for
representing tweet semantic information, mapping each
tweet into a low dimensional semantic space by avera-
ging the embeddings of its words is empirically investi-
gated. In contrast, traditional TF-IDF methods lead to
vocabulary size dimensionality, which makes it intoler-
ably slow to use for the task.

A two-stage model for event detection is built.
First, tweets are clustered according to their semantic

similarity using a density-based clustering algorithm
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( DBSCAN'")). Second, the resulting tweet clusters
are further ranked using a newsworthiness heuristic,
which considers burstiness of the tweet cluster, density
of the cluster, number of related companies and dis-
tance to a few seed mundane posts and seed news.
The Document-level Burstiness model for Event
Detection is called DBED. Results show that the docu-
ment-level model not only gives directly readable sum-
maries, but also outperforms word-level models. Com-
pared with TF-IDF document representations, word

3] ..
81 are much more efficient

embedding representations
due to the low-dimensionality of dense word representa-
tions. the code and data on https://github. com/qoli-

na/DBED are released.

1 Related work

Both supervised and unsupervised methods have

been used for event detection on Twitter. Supervised
methods' """ are used mainly for specific-type event
detection. Li, et al. '* trained a classifier to determine
whether a crawled tweet is crime and disaster related
events. Ritter, et al. "*) extracted seed positive exam-
ples from tweets by defined keywords, and used them
to train classifier for security tweet identification. Ma-
jority of event detection methods are
1341 " Chierichetti, et al. '"®! observed that Twit-

ter users like to tweet before or during an important

unsuper-
vised'

event, and retweet after it. Identification of patterns is
then applied to detect time of events. Kitagawa, et
al. ') predicted an epidemic of influenza through deep
modality analysis of Twitter data. The work is in line
with unsupervised methods.

Clustering-based methods include document-pivot
clustering methods and feature-pivot clustering methods
according to the processing unit. Document-pivot clus-

3,17,18
I cluster tweets and select news-

1 [18]

tering methods'
worthy clusters as events. Ifrim, et a applied to-
ken-level aggressive tweet filtering before fitting them
in hierarchical clustering. The work is in line with two-
stage document-pivot event detection methods. Existing
methods are supervised. For example, Becker, et
al. "’ used a SVM classifier with a set of cluster-level
features to select event clusters. In contrast, the work
uses an efficient and robust unsupervised method for
cluster filtering. A novel document-level temporal fea-
ture ( burstiness) is also proposed for distinguishing
news events to constant mundane topics, using embed-
dings to overcome sparsity and efficiency challenges.

(01924 Juster a

In contrast, feature-pivot methods
small number of bursty features (i. e. words), which

indicate happening of events. In addition to improving

clustering efficiency, detecting bursty features also per-
form an important task of feature selection, as social
media are very noisy. A major disadvantage of feature-
pivot clustering methods is hard-to-read output events.
Inspired by feature selection through a word-level
burstiness, it is proposed to extend word-level bursti-
ness to document-level and thus used for clustering fil-

tering.
2 Baseline methods

Two baseline methods are taken in this work,
which both exploit temporal information for tweet event
detection as the authors do. Different to the document-
level temporal information, they use two traditional fea-
ture-based temporal information.

2.1 Segment-based baseline

2l is a four-stage segment-based tweet

Twevent
event detection method, which includes segment-based
tweet representation, feature (segment) Selection, fea-
ture clustering and cluster filtering. Tweet Segmenta-
tion splits tweets into non-overlapping n-grams through
an optimization process by considering Wikipedia and
Microsoft Web Ngram Service as external resources.
Segments that show bursty properties are selected as
event-informative features, and then grouped into clus-
ters. For cluster filtering in Twevent, a newsworthiness
score is used to measure the probability of an event
cluster being a news event rather than a mundane up-
date or a constant topic. The newsworthiness of a clus-
ter is evaluated through the following aspects: 1) aver-
age of all segments’ newsworthiness in the cluster,
which are the probabilities of segments being recog-
nized as anchor texts in Wikipedia; and 2) density of
the cluster, which is defined as average weight of edges
between segments. Top ranking clusters by newsworthi-
ness will be selected as event clusters.

2.2 N-gram-based baseline

Sensor:”

is a two stage event detection method,
which consists of feature (n-grams) selection and fea-
ture clustering. It uses n-grams as features and applies
a burstiness score calculated by df- idf for selecting im-
portant n-grams. The idea behind df-idf based bursti-
ness, shown in Eq. (1), is that penalizing topics
which began in the past and still popular in the pres-
ent. In addition, the importance of named entities are
boosted with a factor. N-grams are grouped into clus-
ters with a hierarchical clustering algorithm. These
clusters are directly ranked by the highest df-idf score
of the n-grams contained in the cluster. And the top K,
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clusters are selected as output events.

df - idf = 1 df; +1

ltw

log( - " df, 1)+ 1

ltw

(1)

where df; represents an n-gram’ s document frequency
in time window i, [tw is the number of history time
windows, in which the n-gram’ s frequency is consid-
ered for estimating burstiness.

A comparison between two baseline methods and
the proposed method is illustrated in Table 1. Both Tw-
event and Sensor consist of a burstiness-based feature
selection before feature clustering and cluster filtering.
However, Twevent and Sensor use different methods for
burstiness calculation. Burstiness of Twevent is calcu-
lated as the difference between frequency in the current
time window and the estimated average frequency in
terms of standard deviation, while Sensor contrasts the
frequency of the current time window with averaged
history frequency without considering standard devia-

tion. It is in line with Twevent by considering standard
deviation. In addition, Twevent uses both history and
future time window frequency for estimating burstiness
while Sensor only uses history information, which is
more suitable for online event detection. The authors
adopt online settings, using only history information.

For feature clustering, Twevent uses the k-Near-
Neighbor algorithm and Sensor applies a hierarchical
clustering method. A density-based clustering method
is used for reasons explained in Section 3.3. For clus-
ter filtering, Sensor takes the maximum burstiness of
n-grams in a cluster directly as its newsworthiness
score, while Twevent considers both newsworthiness
and other features. They exploit Wikipedia as an exter-
nal resource for calculating newsworthiness. A novel
document-level burstiness model is developed and ap-
plied in multi-features cluster filtering, which greatly
improves the performance of event detection.

Table 1  Comparison between different event detection methods
Setting Twevent'?’ Sensor'”’ DBED ( the proposed)
Feature segment n-gram tweet

Tweet Representation segment-based

Feature Selection phrase-level burstiness

Clustering kNearNeighbor

o multiple features usin
Cluster Filtering P &
external resouce

Method

unsupervised

phrase-level burstiness

phrase-level burstiness -

DBSCAN

hierarchical
multiple features including
document-level burstiness

unsupervised unsupervised

3 Document-level event detection

Fig.1 shows a framework of the document-level
event detection. Preprocessing (Section 3. 1) includes
non-English tweets removal, tweet normalization and
keyword-based tweet filtering. Tweet clustering ( Sec-
tion 3.3) introduces the clustering algorithm used for

Preprocessing

!

Tweet Representation

:

Tweet Clustering

I

Cluster Filtering

!

Event Reporting

Fig.1 Framework of proposed document-level Tweet
event detection model

yielding potential event candidates. Cluster filtering
(Section 3.4 ) presents a proposed efficient heuristic to
differentiate news events and mundane topics. Section
3.5 introduces event reporting procedure to get more
readable events. Section 3. 6 analyzes time cost of the
document-level event detection model.

3.1 Preprocessing

Raw Twitter data are noisy and written in multiple
languages. The event detection is focused on English
tweets and following preprocessing is conducted.

Language filtering Non-English tweets are re-
moved by a language detection method langid. py'”’.
The tool firstly conducts tokenization and feature selec-
tion based on Aho-Corasick string matching algorithm ,
and then identifies language via a naive Bayes classifier.
The tweets are kept whose language output by langid. py
is English as targets.

Lexical normalization Non-standard forms of
words in tweets influences results of NLP tasks in
‘ earthqu’, ¢ eathquake ’ ,

tweets. For example,
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‘ earthquakeee’ , all appeared in a Twitter corpus. In
this work, words are normalized in tweets via a lexical
normalization dictionary extracted from microblogs ™.
The dictionary is built after extracting contextually sim-
ilar OOV-IV (out-of-vocabulary, in-vocabulary) pairs
and pair re-ranking via string similarity. OOV-IV pairs
are selected by considering influences of context win-
dow size, n-gram order, KL divergence, JS divergence
and etc. Re-ranking of pairs, which is conducted via
string similarity algorithms like standard edit distance,
is proven to be more effective than no-ranking or rank-
ing by frequencies.

Tweet filtering A simple and efficient tweet filte-
ring method is keyword-based filtering, which selects
high quality tweets with a few predefined keywords.
These keywords can be target entities in a specific do-
main such as company stock symbols ¢ $AAPL’ to se-
lect tweets related to Apple company or general words
like *#breakingnews’ to select potential breaking news
in all domains. Here a domain-specific keyword-based
filtering is adopted. Details are shown in Section 4. 1.

3.2 Tweet representation

Two different text representation methods are tried
to represent tweets.

Firstly, a traditional bag-of-words ( BOW) meth-
od is used. The BOW method constructs a vocabulary
of words V, and represents each document d with vo-
cabulary size vector v. Each item of vector v, indicates
word w, appearing in document d. Instead of simply
using 1/0 to indicate the word w,’ s appearance or not,
some feature weighting methods can be used to improve
the representation. A term frequency-inverse document
frequency ( TF-IDF) weighting method is used to dis-
tinguish different contribution of each word to the docu-
ment. High term frequency words show more impor-
tance. High document frequency words, which ap-
peared in most documents such as ‘the’, ‘a’
¢ s

an’ , will have little contribution to the document rep-

and

resentation.

The main challenges with BOW include high spar-
sity of documents and difficulty to find semantically
similar documents with very different and non-overlap-
ping words. Recently, distributed representation"®’ for
words/texts is proposed to solve the problem. The pro-
posed distributed representation method is denoted as
Embedding. Embedding-based method represents a
word with a low dimensional real-valued vector with di-
mension m. The word vectors are trained with continu-
ous bag-of-words (CBOW') neural network with an in-
put layer, a projection layer and an output layer. The
neural network is considered to be a language model. It

predicts a word given its context. Given a sentence s =
{w,, wy, =+, w,,~+,w, |, w,is the word to be predic-
ted, context window size is [ =2, +2]. The input lay-
er firstly looks up each words’ initial vector and gets v
, v;,++,v,}. In the projection layer,

= % vl ’ ”2 ’ o Y7 n
context vectors of w,, [v, ,, v, |, v, , V;,, | are added
together forming a new vectorv;. A softmax output layer
then classifies v; to vocabulary size | V| probability
vector, in which each item is the probability of corre-
sponding word to be the predicted word. Hierarchical
softmax classifier can be used to reduce classification
complexity.

The trained word vectors can encode their seman-
tic information making words’ semantic similarity cal-
culation possible. For example, string similarity of
“football’ and ‘soccer’ is zero, while their semantic
similarity is very high. Embedding-based method re-
presents a document with the average embedding vector
of all words within the document. Embedding-based
representation also makes document-level semantic
matching possible, which leads to opportunity for cal-
culating document-level statistics. In practical, word
embeddings used in this paper are 100-dimensional
dense vectors, pre-trained with Word2Vec'™® on 20

million tweets.

3.3 Tweet clustering

Tweet vectors are grouped into clusters as event
candidates. As focus is to investigate document-level
burstiness feature, the traditional K-means algorithm
and a density-based clustering method DBSCAN'"' are
used for tweet clustering. More advanced optimization
clustering methods will be left to future work.

K-means is a simple yet highly efficient clustering
algorithm. Given a set of instances to be clustered,
and K initially selected instances as centroids of K
clusters, the algorithm iteratively assigns each instance
to its nearest cluster centroid, and updates the cen-
troids. The algorithm stops when centroids of clusters
do not change. Noted that the number of clusters K is a
hyper-parameter.

DBSCAN is a density-based clustering method.
Given a set of points to be clustered, DBSCAN finds
all high density core points and expands them to low
density boundary points. Here, high density core
points are defined to be those which have more than
minPt nearby points within radius distance e. Low den-
sity boundary points are non-core points which locate in
core points’ e-distance area.

Compared to K-means, the advantage of DBSCAN
is two-fold. Firstly, DBSCAN does not require the pre-
definition of the cluster number, which is more realistic
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because the number of topics at each time window can
vary. Secondly, DBSCAN allows tweets to be isolated
and not clustered. In contrast, K-means assigns each
tweet to one of the k clusters.

For both methods, the hyper-parameters are tested
on development data. In practical, implementation of
K-means and DBSCAN is used in scikit-learn tool.

3.4 Cluster filtering

Besides news events, the resulting clusters also
contain lots of mundane topics. Therefore cluster filte-
ring is applied to differentiate news events from mun-
dane topics. Different features are investigated for un-
supervised cluster filtering. Generally speaking, widely
discussed clusters with stronger inner connection, lar-
ger distance to seed mundane tweets, higher similarity
to seed news have higher probability to be news events.
In addition, a simple yet efficient temporal feature is
proposed for tweet cluster filtering.
3.4.1

Both news events and mundane topics can be fre-

Burstiness; a semantic temporal feature

quently discussed by Twitter users, which makes gen-
eral statistic features difficult to differentiate them. A
major difference between news events and mundane
topics is the temporal information. In particular, news
events are widely discussed only in a small time win-
dow near the time it happened, while mundane topics
may always be popular. According to the observation,
a temporal feature is designed for cluster filtering.

The bursty property is defined as a feature’ s ab-
normally high frequency in a time window compared to
the average frequency in several time windows. For a
formal definition, the traditional burstiness defined on
word-level is first introduced.

Word-level burstiness Given a time period D =
Id,, d,,
window {f,

w

, d, |, word w’ s frequencies on each time
s Sudy s fw.dMé are counted from cor-
pus. Specifically, f, , is the frequency of w in all doc-
uments published in d,. Then, z-score | z(w,d) is
exploited to measure the burstiness of feature w in time
window d, which is defined in Eq. (2).

2(w, d) :f;o,d_/"(’u' (2)

(o

w

P = iz Z:lf;"vdm (3)
0w = /ij:1<fw,dm —/.Lw)2 (4)

z(w, d) can be used to measure the difference

between observation f, , and the mean u, (shown in
Eq. (3)) in units of standard deviation o, ( shown in
Eq. (4)). Tt is more general than metrics such as the

one-sigma score of Li, et al. "' (corresponding z-score
=1) and the three sigma rule of McMinn and Jose "
( corresponding z-score =3 ).

Tweet-level burstiness Similar to words, a
tweet’ s burstiness measures how abnormal its frequen-
cy is in a time window. However, unlike words, it is
infeasible to calculate tweet burstiness by exact match
due to sparseness. Using a tweet’ s semantic neighbor
frequency is proposed for calculation of a tweet’ s se-
mantic burstiness.

Assuming that T, represents a set of tweets pub-
lished in a time window d. Each tweet ¢’ s burstiness is
calculated as follows.

® Tweet representation. Each tweet in T is re-
presented as a semantic vector.

® Tweet semantic frequency. For each target
tweet ¢, the number of its near neighbors within dis-
tance is taken as ¢’ s semantic frequency in time win-
dow d, noted as f, ;. An illustration is shown in Fig. 2.
Noted, tweet ¢’ s near neighbors within are calculated
by radius-based Nearest Neighbor. Locality-sensitive
Hashing (LSH) is used to search for a tweet’ s near
neighbors. In particular, the FALCONN package'®’ is

used as the LSH implementation.

“»

by
*ﬁ ¥
* ek **
*** *
* gk pgek ?
* * * *
& * **, *?
*+ ¥, S L Sl A
* *'* * *
% * K *

v

Fig.2 Tweet semantic frequency

® Tweet ¢’ s z score z(1,d) is calculated in

Eq. (5).

Eq. (2) is replaced with the tweet semantic frequency

f;,d'

In particular, the word frequency f, , in

0, dy =TT (5)

g,

M = iZMf (6)
Zwl(f,z -u)’ (7)

The tweet-level burstiness is expanded to cluster-

g, =

level burstiness to estimate a cluster’ s temporal infor-
mation. In particular, the centroid vector of a cluster,
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which is the averaged vector of tweet vectors within the
cluster, is used to represent the cluster for calculating
cluster-level burstiness. When calculating burstiness z,
of cluster ¢, the time period is defined as (d - liw,
d) , where d is the time window that cluster ¢ is ob-
tained and liw is a left time window threshold. Thus
only history information is used to estimate a cluster’ s
burstiness. A cluster’ s frequency is presented in dif-
ferent time windows in Fig.3, in which the cluster is

bursty in the last time window.
100

Frequency
A o ®
(=3 (=] (=}

]
(=]

0
1 2 3 45 6 7 8 91011 1213 14

Time window

Fig.3 A cluster’s frequency in different time windows

3.4.2 General statistical features

In addition to burstiness, the following general
statistical factors are considered for cluster filtering.
Given cluster ¢ and the set the tweets T, in c.

Density of cluster, denoted as density, is the aver-
aged similarities of all tweet pairs in T,. Intuitively, the
larger density is, the stronger inner connection the
cluster has. And stronger inner connection ensures
cluster ¢ to be more pure and containing only one
event. In particular, tweet similarity is calculated for
each tweet pair and stored in TPSim, = {sim,itj l i e
(1,1 T 1-1],je[i+1],1 T, 1]}. Densityis cal-
culated as average( TPSim,).

Entity mention, denoted as entity, is calculated as
the average number of entity names appearing in T,.
Higher quality clusters containing more meaningful en-
tity names are suggested instead of referring to entities
by hashtags or cashtags. Entity is calculated as
average( ENum,) , where ENum, contains the number
of entities appearing in each tweet (ENum, = {num,,
num, -+ numy g f ).

Seed mundane tweets, denoted as sTweet, is esti-
mated as average distance of tweets in T, to a list of
seed mundane tweets. The seed mundane tweet list
consists of ten tweets manually selected from the devel-
opment set. For example, a tweet our stock pick on
$thez is up 638 . 15 for our subscribers get our next
pick early $tcb $mck $study’ is a promotion tweet,
which has high frequency in our finance dataset. For
calculation, seed mundane tweet list is denoted to be
MT = {t,, t,, =+ ,t,0| , distances of tweets in T, to seed
mundane tweets are stored in MTDist, = {dist,itj lie[l,
' T.1],7e[1,10]}.

Seed news headlines, sNews, is estimated as the

sTweet is average( MTDist, ).

average similarity of tweets in T, to seed news head-
lines. Ten seed news headlines are manually selected
from news published in Reuters. For example, an IPO
news ‘ mcgraw hill education prepares for ipo’ . Exam-
ple mundane tweets and news headlines are shown in
Table 2. For calculation, seed news headlines to be
NH = {t,, t,, " ,t,y} , similarities of tweets denoted in
T, to seed news headlines are stored in NHSim, =
{sim,l_lj lie [1,IT,1],je[1,10]}. sNews is cal-
culated as average( NHSim, ).

Table 2 Examples of seed mundane tweets and news headlines

ID Seed Mundane Tweet /Seed News

$71000 in one trade by follwing their signals more info here $cve $cvd $cve
our penny stock pick on $ppch closed up another 51.31 today huge news $cce $cadx $grmn
our stock pick on $thez is up 638 . 15 for our subscribers get our next pick early $tcb $mck $study

gains over 2500 in one trade subscribe here $emo $emq $emr

largest food and staples retailing earnings 1 $wmt 2 $cvs 3 $wba chart

1
2
3
4
5
6
7
8
9

dow chemical to sell agrofresh for $860 mln in asset sale drive
oracle ceo sees benefit if rival buys salesforce. com
expedia inc first quarter profit tops expectations

cigna profit beats estimate as it adds more customers

10 mcgraw hill education prepares for ipo

3.4.3 Filtering score calculation
Given all features above, the newsworthiness p(¢)
for cluster ¢ is designed as in Eq. (8). Higher news-

worthiness indicates the cluster would have higher
probability to be a news event. After ranking by p(¢) ,
top K, ranked clusters are regarded as event clusters.
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p(c) = density + S(entity) + sTweet + sNews
+5(-Z2,) (8)
Here S(. ) means the sigmoid function, used for
normalization, Z_ is the burstiness of cluster ¢. This
work assumes that a cluster with larger density, more
entities included, larger distance to mundane tweets,
higher similarity to news headlines and most important
higher bursty score, should have higher newsworthiness

score.

3.5 Event reporting

After clustering filtering, a set of clusters which
includes a list of tweets is got. Duplicate tweets are fil-
tered for more readable outputs. In particular, seman-
tic matching is used instead of exact string matching to
detect a tweet’ s duplicate tweets to avoid sparsity.
Similar to calculation of tweet semantic frequency in
Section 3.3.1, a tweet ¢’ s radius distance neighbor is
taken as its duplicate tweets. The radius is set to be
-, t;}, and

, f,, | are ob-

tained. Given a cluster, the top K, tweets which have

0.1. A set of unique tweets {t,, t,,
number of duplicate tweets {f,l v Sy

largest number of duplicates are selected to represent
the event.

3.6 Time complexity

In this section, time cost of the document-level
tweet event detection model is analyzed. The time cost
is focused on two steps: tweet clustering and bursty
cluster feature calculation. Suppose there are n tweets
in current time window d to be clustered, time com-
plexity of K-means algorithm is O(n x K x t) , where K
is the number of clusters and ¢ is the number of itera-
tions. Time complexity of DBSCAN algorithm is O(n x
log(n) ), as it only needs one single pass on dataset.

According to Ref. [28], time cost of finding a
query document’ s nearest neighbor is O(L x d + m X
logm) via the used LSH variant, where L is the num-
ber of hash tables, d is the document vector dimension
and m is the probing sequence length. As L, d and m
are constant numbers, nearest neighbor search time
cost is nearly O(1). Suppose | C | clusters are ob-
tained and there are about (/tw + 1) X n tweets in cur-
rent time window d’ s valid context time window [ d —
ltw,d]. Cluster’s semantic frequency calculation dom-
inates cluster burstiness feature calculation, which
costs O(1 C| x (ltw +1) x n). As clusters number
| Cl and ltw are small number, this step’ s cost is
O(n).

In summary, like most other algorithms, the effi-
ciency of proposed document-level event detection
model relies on tweet clustering algorithm.

4 Experiments

4.1 Data

Instead of using general twitter dataset for evalua-
tion, datasets on specific domains are chosen as they
are allowed to conduct semi-automatic evaluation, by
matching the resulting output events with ground truth
news. The methods’ effectiveness and robustness on
two Twitter datasets are evaluated in different domains,
namely the finance domain and the sports domain. Sta-
tistics of the datasets are shown in Table 3. ‘#TW’
means the number of time windows.

Table 3  Statistics of dataset

Dataset #TW  #Tweet  #Segment  #Word
Finance-Dev 3 72K 41K 40K
Finance-Test 5 130K 56K 55K
Finance 31 659K 141K 128K
Sports-Dev 4 4K - 7K
Sports-Test 9 13K - 14K
Sports 13 212K - 102K

The finance dataset contains tweets published in
one month ( May, 2015), crawled using Twitter
Streaming API by matching with a keyword list. Twitter
defined a special kind of hashtag, cashtag, which
starts with © $
symbol, to indicate a company-related tweet. For ex-
ample, the cashtag for Apple Inc. is * $AAPL’. In
practical, a list of cashtags for S&P500 companies is
used as keywords. Three days ( May 6th-8th, 2015)
are taken for development ( Finance-Dev) and five
days (May 11th-15th, 2015) for test ( Finance-Test).

Financial news corresponding to tweets’ published

> and followed by a company’s stock

date are crawled from Reuters for automatic evaluation
on finance dataset. Only news related to S&P 500 com-
panies are kept. 492 news are obtained for 31 days in
May, 2015. According to our observation, news pub-
lished in every weekend or U. S. public holiday largely
drops (less than 8). Due to this, these days are ig-
nored when choosing twitter development and test set.
The Sports dataset is released by Aeillo, et al. '
containing tweets for the 2012 FA Cup final ( Chelsea
V.S. Liverpool 2-1). The dataset is partitioned into
one-minute time windows, 13 of which contain at least
one ground truth event of FA Cup. Four time windows
are treated as the development set (Sports-Dev) and nine
for the test set ( Sports-Test). Ground truth events for
sports dataset, which include significant events like kick-
off, score, yellow card, etc. , are manually selected from

published news in Ref. [9].
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4.2 Evaluation metrics

Performance of different tweet event detection
methods on the finance dataset is evaluated by three
popular ranking metrics, namely Precision@ K, mean
average precision ( MAP) and normalized discounted
cumulative gain (NDCG) */.

In particular, the clustering results are checked
manually. Each method outputs K, clusters as event
candidates. For tweet-based methods, an event output
is represented as K, tweets. For Twevent, an event out-
put is represented by a set of segments. An event is la-
belled as a true event only if there is a corresponding
news event and the tweets talks about one event.

In addition, methods’ recall by matching system
outputs to financial news published in the time window
is also evaluated. Each finance news headline is ana-
lyzed in Ref. [30] using off-the-shelf models for Part-
of-Speech tagging and dependency parsing. S&P 500
companies appearing in the headlines are extracted.
Important words are extracted if they are nouns, verbs
and are involved in dependency arcs of * root’
‘sub’, ‘obj’, ‘ve’, ‘vmod’, ‘nmod’. An event
output matches news only if they discuss the same com-
pany and at least one of the words is extracted from a
news title appearing in one of the K, tweets. Recall is
calculated as the ratio of matched news out of all finan-
cial news events.

Note that the proposed recall measure is a rough
approximation of the real recall, since not all events
are covered by news articles, and the matching algo-
rithm does not exactly match news headlines with
tweets by the meaning of them. It can serve as a rough
estimation of the real recall, which is similar to the es-

timation by Li et al. *' according to the number of
events that are returned. The proposed measure can be
more accurate since it is based on news titles. Given
the above, the precision measure is relatively more re-
liable.

For the sports dataset, the evaluation metrics of

I is adopted, which are topic precision ( T-

Sensor
Prec), keyword precision (K-Prec) and keyword re-
call (K-Rec). Similar to the experimental settings of

1 the top 2 clusters are chosen as output

Sensor
events. Due to the small size of time windows in the
sports dataset, seed mundane tweets or seed news are
not used for cluster filtering. Only burstiness, density

and the size of clusters are used as filtering features.

4.3 Hyper-parameters

Parameters in the method are tuned on the finance
development dataset. For DBSCAN, radius distance
parameter € is set to 0.2 by considering both perform-
ance and efficiency. For calculating cluster-level burst-
iness, the history time window size is set to 15, and
radius distance threshold is set to 0.4. The number of
output clusters K, is set to 30. The number of output

tweets K, is set to 5.

4.4 Development experiments
4.4.1 Influence of tweet representation and cluste-
ring methods

The influence of different tweet representation and
clustering methods on the Finance-Dev dataset, compa-
ring BOW and embedding-based tweet representation
are investigated. The clustering methods are compared
with traditional K-means algorithm. Fig.4 shows the

results in MAP, Precision@ K and NDCG.
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Fig.4 Evaluation of different clustering methods and features on Finance-Dev. Three figures
(from left to right) show results on MAP, Precision@ K and NDCG respectively

The experimental setting of embedding-based rep-
resentation and DBSCAN clustering method gives the
best performance in all evaluation metrics, which is
adopted in the remaining experiments. In terms of

MAP and NDCG, BOW + K-means performs the worst

in the four methods, while Embedding + K-means are
slightly better than BOW + DBSCAN. In Precision@ K,
DBSCAN based methods greatly outperform K-means
based methods, and the difference becomes larger with

the increasing of K. The high precision@ 30 of DB-
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SCAN shows that DBSCAN gives far more valuable
events than K-means with larger K.
4.4.2

Table 4 shows results of using-single-feature tests

Influence of cluster filtering features

and leave-one-out feature experiments for cluster filte-
ring. From the single feature tests (lines 1-5), it is
found that inconsistent results exist in the selection of
the best feature. According to the performance in
MAP, Precision@ K and NDCG, comparable results
for burstiness, entity and seedNews are obtained. In
terms of recall, the two best features burstiness and en-
tity with comparable performance (over 20% ) , seed-
News and density give similar low recalls ( below
10% ). The worst feature is seedTweet in terms of all
evaluation metrics.

From the leave-one-out feature tests, it is found
that seedNews is the most important feature in terms of
ranking metrics, followed by burstiness. entity and
burstiness, which are the most useful features for re-
call. In conclusion, burstiness performs well consist-
ently in all tests, which verifies the effectiveness of
proposed document-level temporal feature.

Table 4 Results of single feature tests and leave-one-out feature

tests of cluster filtering on Finance-Dev dataset

Feature Prec@30 MAP NDCG Rec
density 36.67% 46.34% 67.17%  8.45%
entity 64.44% 64.16% 80.92% 22.54%
seedTweet 28.89% 21.69% 42.08% 4.23%
seedNews 58.89% 68.46% 84.41% 7.04%
burstiness 65.56% 65.04% 79.97% 21.13%
All 76.67% 81.50% 92.73% 32.39%
— density 0.00% -0.22% -0.12% -1.40%
— entity -4.45% -1.29% -4.4% -9.85%
— seedTweet -4.45% -2.24% -2.11% -4.12%
— seedNews -14.45% -18.07% -13.45% -5.63%
— burstiness -6.67% -10.07% -8.66% -8.45%

4.5 Final test results

Table 5 shows the results of the method and base-
line Twevent on Finance-Test dataset. Compared with
Twevent, the method significantly improved Pre @ K
(26.00% —77.33% ), MAP (45.74% —80.59% )
and NDCG (63.57% —89.89% ) because of the ef-
fectiveness of cluster ranking with tweet burstiness. Im-
provement on Rec (7.21% —10.81% ) indicates that
the method obtains more news events. Low recall of
both Twevent and the method indicates the small over-
lap of events reported by traditional news media and so-
cial media.

Table 5 Results on Finance-Test

System Prec@30 MAP NDCG Rec
Twevent 26.00%  45.74%  63.57% 7.21%
DBED 77.33%  80.59%  89.89%  10.81%

After analysis, it is found that a large fraction of
incorrect Twevent outputs are those clusters with in-
complete information. For example, lots of clusters in-
clude entities only, without important event trigger in-
formation. This is caused by the drawback of kNear-
Neighbor clustering in Twevent, in which each segment
can belong to one cluster only. In addition, several
events of one type may use same keywords. For exam-
ple, if two events in the same day contain the same
keyword “purchase”, they are likely treated as the
same event by Twevent. In contrast, the method uses
full document information, thereby alleviates this is-
sue.

To evaluate the robustness of the method, the re-
sults (forth line) are compared with the baseline meth-
ods of Ref. [9] on the sports dataset, shown in Table 6.
Sensor ( third line) shows the proposed method in
Ref. [9], which is discussed in Section 3. The first
two lines in Table 6 show results of two strong baseline
methods, which are selected from Ref. [9]. The LDA
method is a topic model based on event detection meth-
od, which uses LDA ( Latent Dirichlet Allocation) for
clustering. Doc-p is a document-based topic detection
method by Locality Sensitive Hashing. The method im-
proves the topic recall from 76.92% by Sensor and
Doc-p to 88.89% . Keyword precision and recall are
also improved compared to all baseline methods. The
improvement verifies the effectiveness of our method on
the sports domain, which shows the robustness of the
method.

Table 6 Results on the sports dataset

System T-Rec@2 K-Pre@2 K-Rec@2
LDA 69.23% 16.37% 68.29%
Doc-p 76.92% 33.73% 58.33%
Sensor 76.92% 29.89% 57.78%
DBED 88.89% 38.04% 70.83%

4.6 Example output

Table 7 shows four example output event clusters
(ID starting with ‘e’ ) by the proposed method and
the baseline methods, respectively. The first two are
outputs on the finance dataset and the last two are on
the sports dataset. In addition, if the corresponding
cluster matches a ground truth news/event, the ground
truth is listed (with ID starting with g’ ) in bold/ital-
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ic after the cluster.

Table 7 Example output events

Method ID Tweets/News/Ground Truth

News Title gl

exclusive : microsoft has no plans to pursue salesforce sources

g2 syngenta rejects $45 billion monsanto takeover offer

DBED el

hot @ nadiaspeaks exclusive microsoft has no plans to pursue salesforce sources $crm $msft

€2 $mon syngenta rejects unsolicited monsanto acquisition proposal 4th update

Twevent el

microsoft; salesforce; electronic; corporation; business; tv; arts; $hlf; $crm; $ea;

’s; $msft

€2 syngenta; monsanto; billion; breaking; offer; talks; room left; make initial; $45; rebuffed

Ground Truth g3

g4 [ salomon kalou ] ;tun;box mazy

DBED e3

mikel; [ yellow card booking ] gerrard; foul ;agger

a midfield of lampard mikel ramires beats one of gerrard spearing henderson who knew #lfc

e4 great mazy run by kalou into the box but he gets ambushed by the liverpool defence before

he can shoot #cfcwembley #facupfinal sl

Sensor €3 mikel yellow card

e4 liverpool gets ambushed kalou defence box mazy run before @ chelseafc great shoot #cfcwembley #facup

Compared with Twevent, the outputs of the docu-
ment-level model are notably more human readable. It
can be highly difficult to guess the real event without
prior knowledge of the event, by reading the segment
cluster of Twevent. In contrast, most tweet clusters
from the document-level model are direct understanda-
ble.

Sensor selects tweets randomly, which contain
most representative n-grams in a cluster for outputs.
This can be useful when the time window is smaller,
and thus ambiguity is limited for the matching above.
In contrast, the method gives detected highly under-
standable tweet-based event clusters automatically.

5 Conclusion and future work

A two-stage document-level model is built for un-
supervised tweet event detection, introducing a novel
tweet-level burstiness measure for selecting newsworthy
event cluster candidates, which demonstrates its use-
fulness empirically. The highly effective and efficient
embedding-based representation and the duplication
feature of tweets provides the foundation of our docu-
ment-level burstiness. This work gives a hint of exten-
ding useful word-level statistics to document-level. In
addition, the effectiveness and robustness of the meth-
od are verified in two different domain datasets, com-
pared with two state-of-the-art baselines.
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