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Abstract

Fractional motion estimation (FME) improves the video encoding efficiency significantly. How-
ever, its high computational complexity limits the real-time processing capability. Therefore, it is a
key problem to reduce the implementation complexity of FME, especially in hardware design. This
paper presents a novel deeply pipelined interpolation architecture of FME for the real-time realization
of H.265/HEVC full Ultra-HD video encoder. First, a pipelined interpolation architecture together
with an elegant processing order is proposed to deal with different search positions in parallel without
pipeline stall and data conflict. Second, interpolation results sharing strategies are exploited among
search positions to reduce the memory cost. Finally, the structure of the interpolation filter is further
optimized for an area efficient implementation. As a result, the proposed design costs 41 917 slice
LUTs on the Xilinx Kintex-7 FPGA platform with a 308 MHz working frequency. The measured

throughput reaches a record of 1. 238 Gpixels/s, which is sufficient for the real-time encoding of

8192 x4320@ 30fps video.
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0 Introduction

The latest video compression standard called high
efficiency video coding ( H. 265/HEVC )" is ap-
proved by both moving picture experts group ( MPEG)
and ITU-T video coding experts group (VCEG) in Jan-
uary 2013. Compared with previous standard -H. 264/
AVCP! | H.265/HEVC offers about double of the data
compression ratio at the same level of video quality'*’.
Particularly, H. 265/HEVC can process much higher
video resolutions, such as ultra high definition televi-
sions ( Ultra-HD) at 7 680 x 4 320 and full Ultra-HD
videos at 8 192 x4 320 resolution. However, the high
compression efficiency and high throughput of H. 265/
HEVC bring in heavy computation load. Now, it is
emergent to design high efficiency and high throughput
encoder for H. 265/HEVC with acceptable complexity.

As the most critical component of video encoding,
motion estimation is employed to handle high temporal
redundancy between successive video frames, which is
the most time-consuming part in the encoding process.

Typically, motion estimation consists of two steps: in-
teger motion estimation (IME) and fractional motion
estimation ( FME) , in which IME is used to find the
motion vector (MV) by referring to the integer pixels,
and then FME is employed to further refine the MV by
fractional pixels around the integer pixels. Compared
with H. 264/AVC, around 4. 0% bitrate reduction is
achieved by FME in H.265/HEVC"’,
the computation complexity is increased. It is reported
that FME costs almost 49% of the total encoding time
due to the complex interpolation and fractional search
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7). As a result, it is a big challenge to design
high throughput and low complexity FME architecture
for H.265/HEVC encoders.

Recently, many designs of FME interpolation have
been developed. Some studies have been proposed to
optimize the tap coefficients of the interpolation filter.
For example, in Refs[8,9], different tap coefficients
were adopted for hardware area reduction and working
frequency improvement. As a result, 0.8833% and
1.8833% loss on BD_RATE was introduced compared
with H. 265/HEVC reference software HM16, respec-
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tively. In Ref. [10], an adder tree structured interpo-
lator with modified coefficients was developed to re-
place the multiplier. The design could support 7 680 x
4 320 @ 30fps at a 280 MHz working frequency with
103.6K gate count, but the performance degradation
was not mentioned. There are also some work on re-
ducing the number of interpolation positions. For in-
stance, as reported in Ref. [7], a new FME search
pattern, which was based on the bilinear quarter pixel
approximation ( BQA) scheme, was employed to re-
duce the computation complexity. The results showed
that the FME search candidates were reduced from 25
to 12 with 0.03 dB BD_PSNR degradation. Ref. [11]
applied interpolation-free FME at the edges of moving
objects with 5% BD_RATE increment. An 8 x8 block
based interpolation unit was adopted in Ref. [12].
However, interpolation of sub-blocks, such as 4 x8, 4
x 16 and 12 x 16 PU, was skipped for simplification,
which introduced 0.0438dB BD _ PSNR degradation
and 1.10% BD_RATE loss. There are also many other
work on the interpolation of encoders, which use the
H. 265/HEVC

Ref. [13], the fractional positions were grouped into

same algorithm as standard. In
three different sets for hardware simplification and re-
use. By increasing the number of pipeline stages in the
filters, it is possible to increase the operational fre-
quency and the number of frames processed per sec-
ond. A two-dimensional continuous interpolation of 9 x
9 blocks with reconfigurable and dedicated filter cores
was proposed in Ref. [14]. The processing capability
was improved by four times with a relatively small
hardware area increase since it covered four overlap-
ping 8 x 8 blocks. Finally, the architecture proposed
by Ref. [ 14] could encode 3840 x2160 @ 30fps video
in real-time. These previous work have explored the
interpolation architecture extensively. However, most
of these studies could not satisfy the real-time encoding
of full Ultra-HD video.

This paper presents a novel interpolation architec-
ture of FME for full Ultra-HD H.265/HEVC video en-
coding. The essence of this design aims at striking a
balance among the area complexity, processing
throughput, as well as video quality. Specifically, this
design can support a full Ultra-HD resolution (8192 x
4320) up to 35 frames per second. In addition, this
work applies the same algorithm with H. 265/HEVC
standard so that there is no BD_RATE increment or BD
_PSNR degradation. The highlights of the proposed
FME architecture are three-fold; (1) 4-stage pipelined
interpolation architecture with an elegant processing or-
der is employed for parallel processing of different

search positions, thus to avoid pipeline interruption

and data conflicts. (2) Interpolation results are shared
among different search positions to reduce on-chip
memory cost. (3) Interpolation filters are optimized for
further reduction in resource consumption.

The rest of the paper is organized as follows. In
Section 1, the interpolation algorithm of H. 265/HEVC
is reviewed. The hardwired interpolation architecture
for H.265/HEVC is proposed in Section 2. In Section
3, the implementation results are given. Section 4
draws the conclusion.

1 H.265/HEVC interpolation algorithm

In H. 265/HEVC, the accuracy of an interpola-
tion filter has been improved noticeably over H. 264/
AVC. For filter calculations, it employs more taps and
higher operation precision'”’. In H.264/AVC, a two-
stage cascaded filtering process is employed, where
half-pixel samples are first obtained from integer pixels
by a 6-tap filter, prior to using those to obtain the
quarter-pixel samples. But H.265/HEVC interpolation
filter directly computes the quarter-pixels with a 7-tap
filter, which significantly reduces the rounding error to
1/128. What’ s more, for the luma component, one-
fourth of pixel accuracy applied in H. 265/HEVC can
bring 4. 0% coding efficiency gain on average com-
pared with H.264/AVC!"®

In order to capture the continuous motion more ac-
curately, the fractional pixel accuracy in FME is more
important than the integer accuracy in IME. In
H.265/HEVC, the interpolation process employs an 8-
tap filter for half-pixel position and two 7-tap filters for
quarter-pixel positions, as shown in Eqs(1) — (3).
Fig. 1 shows the integer, half and quarter positions of
luma component, where the capital letters, such as
A -1,0» Ao,o ’ Al,() ’ Az,o > Ut

ger pixels, and the small letters, such as a,,, b,

, etc. , represent the inte-

Coos v, etc., denote the interpolated fractional pix-
els. Integer pixels are directly output without calcula-
tion. Fractional pixels like a, b and ¢ are calculated by
applying Eqs(1) = (3) to the nearest integer pixels in
the horizontal direction, respectively. Fractional pixels
like d, h and n are calculated by applying the corre-
sponding equation in the vertical direction. The rest
fractional pixels are calculated by applying equations to
the unrounded intermediate of d, h and n.
ago=(-A_30+4xA_,,-10xA_, +58 x
Ago +17TxA, g =5 xA,, +A;5,) >6 (1)
bopo=(-A_s5+4xA_,,—-11xA_,+40 x
Apg +40 x A, =11 XA,y +4 XAy, -
Ayo) >>6 (2)
Coo=(=A_30=5%xA_,,+17 xA_, +58 x
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Ago =10 xA, g +4 xA,, -A; ) >6 (3)
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Fig.1 The integer, half and quarter positions of luma component. (T-pixels can be directly produced by the horizontal integer pixels

and L-pixels can be directly produced by the vertical integer pixels and the generation of M-pixels relies on T-pixels. )

It can be seen that the interpolation calculation in-
volves in a large number of pixels. For example, for
8192 x4320@ 30fps video, the amount of luma data in
one second is 8192 x4320 x30 =126. 56 MB pixels. If the
full interpolation algorithm is used, up to 126.56 MB x
16 =2 025 MB interpolation positions should be pro-
cessed in one second in case that only one reference
frame is employed in the encoding procedure. There-
fore, it is quite necessary to design a high throughput

interpolation accelerator for the full Ultra-HD enco-
ding.
2 Proposed pipeline architecture for

H. 265/HEVC interpolation

2.1 Results sharing among search positions

In the proposed work, an 8 x 8 block in parallel is
interpolated. By using the full search algorithm in
IME, the fractional pixel positions to be searched are
limited to a 7 x 7 region around the best integer pixel
position. The fractional pixel search area is shown in
Fig.2(a), which covers a total of 48 fractional pixel

positions in addition to the optimal integer position
Ay . It can be found that after 1/4 precision interpola-
tion, each integer pixel is corresponded to a 4 x4 re-
gion of fractional pixels. Since the fractional pixels on
the same position are calculated with the same formula,
the fractional pixels corresponding to the 4 different in-
teger pixels can be processed in parallel. As a conse-
quence, it only requires 15 calculations to complete the
processing of all 48 fractional pixel positions in the 7 x
7 region.

To avoid repeated calculation during interpola-
tion, one more row and column of sub-pixels are calcu-
lated in each 8 x 8 block of the proposed design, thus
an expanded fractional pixel block is obtained. For ex-
ample, as shown in Fig.2(b), the 2 x2 block around
sub-pixels e; ; is finally expanded to a 3 x 3 sub-pixel
block. Thus, for the 8 x8 block processing unit here,
an expanded 9 x9 block is actually interpolated. The 9
x 9 block contains four overlapping 8 x 8 blocks and
there are 7 X7 samples in the common area. It can be
seen that the horizontal or vertical MV difference of the
four 8 x 8 blocks is 1. As a result, it is possible to
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check four fractional MVs around an integer MV simul-
taneously. In this way, the processing parallelism is

increased by four times at a relatively small increase of
hardware cost.
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Fig. 2 Proposed results sharing strategies among different search positions: (a) the fractional pixel positions to be searched are limit-

ed to a7 x7 region around the best integer pixel position, and the fractional pixels corresponding to the 4 different integer pix-

els can be processed in parallel; (b) Expand the 2 x2 block to a 3 x3 sub-pixel reference block

2.2 Proposed 4-stage pipeline and processing or-
der

From Section 1, it can be discovered that there
exists data dependency among different fractional pixel
positions. If the processing order of these positions was
randomly arranged, the pipeline would be interrupted
by data conflicts, and then the system processing speed
would be seriously affected. Here, a detailed analysis
on the data dependency among different fractional pixel
positions is given, and then a continuous pipeline ar-
chitecture for the fractional positions is proposed.

The data dependency among different positions to
be interpolated is shown in Fig. 1. It is obvious that
there is no data dependency on position a, b and ¢,
which are all in the same row with the integer pixels,
and their interpolation results can be directly derived
from the integer pixels. It is also the same case with
position d, h and n. However, calculation of the rest
positions depends on the fractional positions in the
same row or column, e. g. , e, i and p depend on a; f,
J and ¢ depend on b and g, £ and r depend on c. For
these positions, the calculation cannot be started until
the related positions are obtained.

Based on the analysis above, an elegant process-
ing order is designed, as shown in Fig.3, where the
number represents the processing order of positions. It
is worth noting that the fractional pixels on the same
position of an 8 X 8 processing unit are processed at the
same time. The interpolation of each position takes up
4 clock cycles including data-in, interp 0O, interp_1
and data-out, which will be further described later.

0 5119 The integer pixels

T-pixels rely on integer
pixels in horizontal direction

261013

L-pixels rely on integer
pixels in vertical direction

M-pixels rely on T-pixels
in vertical direction

0 B [ =

Fig. 3 The proposed processing sequence of interpolation

The interpolations of position 1,2, 3,4, 5 and 9
are independent on the other fractional pixels, thus
their results can be obtained directly from the corre-
sponding integer pixels. Pixels at position 6, 7 and 8
depend on fractional position 1, thus they have to wait
until position 1 is completed. Since the interpolation
calculation of a fractional pixel takes up 4 cycles, posi-
tion 2, 3 and 4 should be processed before position 6
(Fig.4). After buffering positions 2, 3 and 4, the
fractional pixel of position 1 has been derived and can
be cached for subsequent use. Position 5 is processed
after position 4 because position 10, 11 and 12 rely on
position 5 and sufficient cycles should be left for them.
After completing the interpolation of position 8, there
are no other pixels depending on position 1 anymore.
At this point, position 5 can be interpolated and the
cache occupied by position 1 can be updated. Similar-
ly, the processing order for the subsequent fractional
pixels can be arranged.

In summary, the proposed interpolation pipeline
architecture is illustrated in Fig. 4. Interp_0 and Interp
_1 fulfill the splitting, multiplexing and recombining of
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interpolation filter coefficients. More specifically, In-
terp_0 conducts the shift, selection and the first two
steps of addition operation, and Interp_1 completes the
last two steps of addition operation. It can be seen that
the pixels on the same positions can be processed in
parallel. With the proposed processing order, the pipe-

line can process interpolation continuously without data
conflicts. Because the 8-tap filter requires additional 4
columns of pixels on the left and right side of current
processing unit as overhead, thus for an 8 x 8 process-
ing unit, 9 x (4 +9 +4) = 153 pixels ( about
1.2 kbit) need to be stored in SRAM on-chip.

position 1 | data-in [interp Olinterp 1 |data-out Time [Z] T-pixels
position 2 data-in [interp_0interp 1 |data-out

. — - [T] L-pixels
position 3 data-in (interp_O|interp_ | data—out%(
position.d 4 Operation ,Pdata-in 'imerp_()limerp_l|data-ou(‘ [ ] M-pixels

Fig. 4 Proposed 4-stage pipeline architecture for H. 265/HEVC interpolation

2.3 Interpolation filter optimization

Utilizing longer tap filters in H. 265/HEVC (7/8
tap filter for luma component) increases the amount of
data that need to be fetched from the reference memo-
ry. At worst, the memory bandwidth of H.265/HEVC
interpolation filter is approximately 51% higher than
that of H.264/AVC'"®). Here, an optimization scheme
is proposed on coefficients of interpolation filters to de-
crease the resource cost.

H.265/HEVC employs three types of interpolation
filters: two kinds of 7-tap interpolation filters for quar-
ter-pixel positions and an 8-tap interpolation filter for
half-pixel positions. The tap coefficients of these inter-
polation filters are shown in Table 1 (a). The corre-

sponding formulas are shown in Eqs(1) = (3) of Sec-
i <4,j
= 0) represent the integer pixels, and a,,, by, and

tion 1, where the capital letters A, ;( =3 < =

€y, are the outputs of three types of interpolation fil-
ters. Generally, in digital circuit design, the time de-
lay of shift and add is much shorter than that of multi-
ple operation, and the hardware implementation of shift
and add is simpler. Hence, it is proposed to split the
coefficients of all interpolation filters into the sum of 2
power exponents. After decomposition, tap coefficients
of the three types of filters are rewritten in Table 1(b),
and the corresponding formula is shown in Eqs(4) -

(6).

Table 1 Proposed optimization on splitting, multiplexing and recombining of interpolation filter coefficients

Coefficient i(j=0) | i=-3 | i=2 i=-1 i=0 =1 =2 =3
@ a | 4 -10 58 17 5 1
I (b) -1 4 8122 4 64 16 |1 (-1 -4 1
(c) -1 4 B -2(-2] 4|16 ‘ 16 ‘ 16 ‘ 61161 (-1]-2 -2 1
Coefficient i(j=0) | i=-3 | i=-2 i=-1 =0 =1 = = =
(@ a | 4 A1 40 40 A1 4 |1
I (b) -1 4 -2 -1 8 32 32 8 |-1|-2]-8 4 1
(c) -1 4 -2 -1 8 16 ‘ 16 | 16 ‘ 16| 8 |-1|-2]-8 4 1
Coefficient i(=0) | i=-2 i=-1 i=0 =1 = = i=
(a) 1 -5 17 58 -10 4 -1
I (b) 1 -4 -1 1 16 64 412 |(-2]-8 4 -1
(c) 1 -2 | 2| -1 1 16 | 16 ‘ 16 ‘ 16 ‘ 6|4 |-2(-2]-8 4 -1

ago=[ —A_50+4xA_,, - (8+2) xA_, +
(64 -4-2) xAy,+ (16 +1) xA, , - (4
+1) XA,y +45,] >>6 (4)

boo=[ A 30 +4xA_,,-(8+2+1) xA_,,
+(32+8) xAy,+(32+8) xA, , - (8 +
241) XA, +4 xA,,-A, 1556 (5)
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o= -A50-(4+1) xA_,;+(16+1) x
Ao +(64-4-2) xA,,-(8+2) xA,,

+4 XA, —A; ] >>6 (6)

Though the three types of interpolation filters have
different coefficients, the same power exponent of 2
can be reused after decomposing their coefficients into
the sum of 2 power exponents. The specific methods for
splitting and multiplexing are shown in Table 1(¢). In
order to share the shift operation between neighboring
coefficients, the ‘64’ of tap coefficient O and tap coef-

ficient 1 is further broken into four coefficients of
“16°. As a result, the three types of interpolation fil-
ters are integrated into one computation unit, as shown
in Fig. 5. Compared with the shift-addition scheme, af-
ter splitting and multiplexing, the required number of
adders is reduced from 37 to 15, as shown in Table 2.
Although the number of selectors is increased to 11,
the overhead of the proposed architecture is still much

lower than the one without optimization.

>%\<

Fig. 5 Proposed structure of the interpolation filter (the Interp_0 and Interp_1 are corresponding to the second and third pipeline

stage in Fig. 4, and here the selector with three input lines is actually implemented by a four-input selector in hardware, but

only three of the four inputs are valid. )

Table 2 Comparison of computational resources cost between the shift-addition scheme and the proposed scheme

Scheme Adder Subtractor Two-input selector Four-input selector
Shift-addition 34 3 0 1
Proposed optimization 14 1 10 2

3 Implementation results

The proposed interpolation architecture is imple-
mented in Verilog-HDL and synthesized on Xilinx Kin-
tex-7 ( xc7k325t-2{fg900 ) FPGA platform. It costs
41917 slice lookup tables (LUTs) and 14 009 regis-
ters with a working frequency at 308 MHz. As a result,
it is sufficient to process 8 192 x4 320@ 30fps in real-
time when only one reference frame is employed.

Table 3 summarizes the comparison among the
proposed and previously published designs. Note
that'"®’ can process 3 840 x 2 160@ 60fps resolutions in
real time, using bi-directional prediction with two ref-

erence frames. When a single reference frame is em-
ployed, it can reach up to 3 840 x2 160@ 120fps. It
can be found that the proposed design delivers a maxi-
mum throughput of 1.238 G pixels/s for 8§ 192 x4 320
video application, which is the highest throughput of
all the reported designs. Compared with Refs[7-12]
which employed new interpolation algorithms or coeffi-
cients, this design adopts the same interpolation algo-
rithm with H. 265/HEVC standard so that there is no
BD_RATE increasing or BD_PSNR degradation. Al-
though the previous work in Refs[13] and [ 14 ] also
employed the same interpolation algorithm as H. 265/
HEVC standard, the real-time encoding of video reso-
lution 8 192 x4 320 could not be supported.



34

HIGH TECHNOLOGY LETTERSIVol.25 No. 1[Mar. 2019

Table 3  Comparisons of area and throughput with prior arts

The proposed Ref. [7] Ref. [9] Ref. [13] Ref. [ 14]
Technology Kintex-7 65 nm TSMC 65 nm Stratix II1 TSMC 90 nm
Frequency 308 MHz 188 MHz 384 MHz 353.8 MHz 400 MHz
Throughput 8 192 x4 320@ 30fps 7 680 x4 320@ 30fps 7 680 x4 320@ 90fps 3 840 x2 160@ 120fps 3 840 x 2 160@ 30fps

41.9 K LUTs 1183 K

Area Results

89.84 K 7701 ALUTs 240 K

4 Conclusion

In this paper, a deeply pipelined interpolation ar-
chitecture for full Ultra-HD H.265/HEVC video enco-
ding is presented. In the proposed architecture, pro-
cessing parallelism on 8 x 8 block is adopted. A 4-
stage pipeline architecture together with specific pro-
cessing order of fractional positions is employed, thus
to avoid data conflict during interpolation. Further-
more, the coefficients of interpolation filters are opti-
mized to reduce the hardware cost. Finally, the pro-
posed architecture costs 41.9 k LUTs and 1.2 k memo-
ry on-chip on Xilinx Kintex-7 platform with a working
frequency at 308 MHz. It is capable of supporting the
real-time encoding of full Ultra-HD (8192 x 4320 )

video at 30 frames per second.
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