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An improved micro-expression recognition algorithm of 3D
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Abstract
The micro-expression lasts for a very short time and the intensity is very subtle. Aiming at the

problem of its low recognition rate, this paper proposes a new micro-expression recognition algorithm
based on a three-dimensional convolutional neural network (3D-CNN), which can extract two-di-
mensional features in spatial domain and one-dimensional features in time domain, simultaneously.
The network structure design is based on the deep learning framework Keras, and the discarding
method and batch normalization (BN) algorithm are effectively combined with three-dimensional vis-
ual geometry group block (3D-VGG-Block) to reduce the risk of overfitting while improving training
speed. Aiming at the problem of the lack of samples in the data set, two methods of image flipping
and small amplitude flipping are used for data amplification. Finally, the recognition rate on the data
set is as high as 69. 11% . Compared with the current international average micro-expression recog-
nition rate of about 67% , the proposed algorithm has obvious advantages in recognition rate.
Key Words: micro-expression recognition, deep learning, three-dimensional convolutional neural
network (3D-CNN), batch normalization (BN) algorithm, dropout

0　 Introduction

Human facial expressions are extremely rich.
Through the analysis of micro-expressions, people’ s
inner emotional activities can be understood. Micro-ex-
pressions cannot be disguised or concealed. The inten-
sity of expression is very subtle and the duration is very
short. A series of special uses make micro-expressions
recognition have very important application prospects
and value in the field of daily life. Therefore, micro-
expression recognition has become one of the important
fields of research[1-2] . Due to the particularity of micro-
expression, the difficulties and challenges faced by mi-
cro-expression recognition are indispensable. How to
further improve the accuracy of micro-expression recog-
nition has become one of the issues to be considered.
Nowadays, the existing micro-expression feature extrac-
tion algorithms mainly use histogram of oriented gradi-
ent(HOG) [3], local binary pattern(LBP) [4], and lo-
cal binary patterns from three orthogonal planes(LBP-
TOP) [5], etc. The above methods have very good re-
sults in the extraction of salient feature points, but they

all have the problem of relatively simple feature de-
scription. Due to the particularity of micro-expression
recognition, the above methods cannot extract the orig-
inal features of micro-expressions accurately and quick-
ly. At the same time, micro-expressions are based on
video frame sequences[6] . Among the traditional algo-
rithms, the algorithm for extracting temporal features,
such as optical flow method, aims at feature tracking
on two consecutive frames of images. However, a com-
plete micro-expression contains at least a dozen or more
video sequences, and it cannot extract the information
of a long video frame sequence, so the recognition rate
of micro-expression is not ideal. Therefore, the expec-
ted results cannot be achieved when using these meth-
ods for micro-expression recognition.

In recent years, as a newly emerging recognition
technology, micro-expression has not been studied
much. Before 2015, people used traditional image rec-
ognition algorithms for feature extraction and recogni-
tion of micro-expressions. It was not until 2016 that
deep learning was applied to the recognition algorithm
of micro expressions. Deep learning was first proposed
by in Ref. [7]. After years of development and re-
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search, deep learning algorithms are widely used in
target tracking[8], instance segmentation [9], target de-
tection [10], micro-expression recognition[11], and re-
search in the fields of face recognition. Using the conv-
olutional neural network ( CNN ) proposed in
Ref. [12], in order to effectively extract features, use-
ful information is extracted through feature selection
and verified on the CASME II micro-expression data
set. Ref. [13] used deep multi-task CNN to realize the
location of key points of the face and divide the facial
area, in the micro-expression frame sequence, the op-
tical flow information between frames can be better ex-
tracted. A micro-expression recognition algorithm com-
bining temporal interpolation model ( TIM) and CNN
was proposed in Ref. [14]. In reference to the existing
methods on the quality and quantity of training data,
Ref. [15] proposed a face-enhanced generation con-
frontation network to reduce the influence distribution
of unbalanced deformation attributes. Ref. [16] pro-
posed a dynamic segmentation sparse imaging module.
Segmented motion participation in spatio-temporal net-
works can capture the long-distance spatial relation-
ships of facial micro-expression and enhance the ro-
bustness of feature-level subtle movement changes.
From a CNN that can only handle two-dimensional spa-
tial features, it is expanded to three-dimensional CNN
(3D-CNN). The three-dimensional CNN was designed
in Ref. [17], namely, 3D-CNN. 3D-CNN can extract
the spatial characteristics of the image and the temporal
characteristics of the image frame sequence. In the
network layer structure, the network input layer is five-
dimensional, including the length and width of the im-
age frame, the number of channels per frame, the
length of the image frame sequence, and the batch val-
ue of the input image frame sequence. Moreover, the
convolutional layer of 3D-CNN does not require the size
and length of the input image frame sequence, which
effectively overcomes the inability of traditional algo-
rithms such as optical flow to extract the time domain of
longer frame sequences information problem. Com-
pared with CNN, the overall network layer structure is
consistent with CNN, except that the core sizes of the
convolutional layer and pooling layer in 3D-CNN are
expanded from CNN’s two-dimensional to three-dimen-
sional.

The 3D-CNN network can directly process infor-
mation in the time domain, reducing redundancy. The
input data dimension of the 3D-CNN network is five-di-
mensional, and it can process multiple image frame se-
quences during training and testing. This paper propo-
ses a micro-expression recognition algorithm that im-
proves the traditional 3D-CNN network. Compared with

the traditional CNN network structure, the execution
efficiency of this algorithm is higher.

1　 Network structure and algorithm design

1. 1　 3D convolutional neural network
On the basis of CNN structure, the extension of

CNN from two-dimensional space to three-dimensional
space can be called three-dimensional convolutional
neural network (3D-CNN). Micro-expression recogni-
tion is a research field based on video sequences. CNN
cannot extract temporal information, while 3D-CNN
can extract spatial domain features as well as temporal
characteristics of image frame sequences, preserving
temporal information and achieving better results.
Fig. 1 is the main difference between CNN and 3D-
CNN, where Fig. 1(a) and (b) are 2D convolution for
single-channel images and multi-channel images (here
multi-channel images can refer to the same picture 3
color channels, also refers to multiple pictures stacked
together, that is, a short video). For a filter, the out-
put is a two-dimensional feature map, which complete-
ly compresses the information of the multiple channels.
The output of the 3D convolution in Fig. 1(c) is still a
3D feature map.

Fig. 1　 The main difference between CNN and 3D-CNN

It can be seen from Fig. 1 that, in general, for the
input video data, CNN recognizes the images in the
video frame by frame. This operation ignores the rela-
tive motion between image frames in the video data in
the time dimension information, however, for the spa-
tial and temporal information in video data, 3D-CNN
can extract them well.

In the common operation methods of the pooling
layer, in addition to extracting input data, the three-
dimensional pooling operation methods include average
pooling and maximum pooling. Compared with the two-
dimensional pooling operation, the pooling size of the
three-dimensional pooling layer is 2 × 2 × 2. During the
pooling operation, the average or maximum value of 8
values in each 2 × 2 × 2 cube is taken. As Eq. (1) is
used to calculate the output of 3D convolution and 3D
pooling.

N = W - F + 2P
S + 1 (1)

where, N is the output, W is the length, width or
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height of the input, the default kernel size is the same,
F is the kernel size, P is the number of zeros added
around the input unit, and S is the stride.

In summary, the main differences between 3D-
CNN and CNN network structure are as follows. First-
ly, the research object is different, the former is video
( frame sequence), the latter is picture. Secondly, the
input layer is different, the input of 3D-CNN is five.
In addition to the size, the number of channels, and

the batch size of the video frame sequence, the number
of frames of one-dimensional video frame sequence is
increased. Thirdly, the core size of convolutional layer
and pooling layer is different. The size of the core in
3D-CNN is one more time length, and the structures of
other layers are similar. The basic flow chart of the 3D-
CNN network processing video frame sequence is
shown in Fig. 2.

Fig. 2　 The basic flow of 3D-CNN processing video frame sequence

1. 2　 3D-VGG network structure
VGGNet was proposed in Ref. [18], and won the

first runner-up in the Image Challenge image recogni-
tion competition. It has six different network struc-
tures. Each network structure contains five groups of
convolutions, and the size of the convolution kernel is
3 × 3. After each group of convolutions, the maximum
pooling of 2 × 2 is performed. The biggest innovation of
VGGNet is to use multiple 3 × 3 convolution stacks in
sequence to obtain a larger receptive field effect. It can
be seen that on the premise of the same receptive field,
a smaller convolutional kernel stack can be used to re-
place a larger convolutional kernel, which can ensure
that the number of parameters is greatly reduced, thus
increasing the depth of the network.

Generally speaking, the design principle of VGG-
Net is to use a smaller 3 × 3 convolution kernel, and
the design ideas are mainly continuation of AlexNet’s
ideas. On this basis, try to build a network with more
layers and deeper. The main difference lies in the con-

volution kernel of VGGNet and the size of each convo-
lution layer, instead of only performing one operation,
convolution is performed consecutively for many times.
Therefore, by analyzing a variety of commonly used
convolutional neural network models and weighing the
calculation amount and performance of the experiments
in this paper, VGGNet is selected as the improved
model of the algorithm to realize the feature extraction
of micro expressions.

The improved 3D-CNN network structure in this
paper is three-dimensional, while the VGGNet network
is two-dimensional. Therefore, the size of the convolu-
tional layer and the pooling layer core needs to be mod-
ified first. As shown in Fig. 3, a VGG module is
changed to a three-dimensional VGG module. It can be
seen from Fig. 3 that the size of the convolution kernel
and the size of the pooling window have been changed
from two-dimensional 3 × 3, 2 × 2 to 3 × 3 × 3, 2 × 2 ×
2.

Fig. 3　 3D-VGG module
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1. 3　 Overall network design plan
This paper completes the overall design of the cor-

responding network structure based on the deep learn-
ing framework Keras. The network structure model uses
a linear graph model, and the back-end is implemen-
ted by TensorFlow. The overall network algorithm dia-
gram is shown in Fig. 4, where the input of the network
is a sequence of micro-expression images. The im-
proved 3D-CNN network realizes the joint extraction of
spatial and temporal features, and uses the Softmax
function to classify the extracted feature vectors, com-
pleting the entire algorithm flow.

Fig. 4　 Schematic diagram of the overall network algorithm

Since the training of the network requires artificial
adjustment of the hyperparameters of the network, such
as learning rate, parameter initialization, number of it-
erations, weight attenuation coefficient, dropout ratio,
most of the time when training the network is used to
adjust the hyperparameters. When network training
starts, the change of parameters will also have an im-
pact on the distribution of input data at each layer.
Therefore, during training, in order to match the new
data distribution in time, each layer of the network
needs to be updated, which will cause slow conver-
gence and hinder the emergence of network training sit-
uations, and as the network depth increases, it will be-
come more and more difficult to train. In order to re-
duce the impact of the above problems and speed up
the training speed, this article applies the batch nor-
malization (BN) algorithm to each layer of input data,
and the data distribution is more stable after the nor-
malization process. At the same time, in the process of
neural network model training, there will be overfit-
ting. This situation occurs because there are too few
training samples and more model parameters. In order
to effectively alleviate the model over-fitting, this paper
adopts the Dropout algorithm, commonly known as the
drop method.

2　 Overall network structure and perform-
ance analysis

　 　 Based on the 3D-VGG-Block design, the overall
network structure is completed. The pre-network struc-
ture of 3D-CNN and the fully connected layer network
structure are shown in Fig. 5 and Fig. 6, respectively.
Model training difficulties and over-fitting are common
problems in deep learning network training. In order to
effectively alleviate these problems, the BN layer and
the Dropout layer are sequentially added to the struc-
ture.

Fig. 5　 3D-CNN pre-network structure

For the input layer of the network, the input size
is (None, 16, 128, 128, 3), where the number of
training samples is represented by None, the number of
original image channels is 3, and the image resolution
size after normalization processing is 128 × 128, the
sliding window step length and padding are both 1, 16
represents the length of the video sequence in the time
dimension. The number of Conv3D 1 and Conv3D 2
layer convolution kernels is set to 32; the number of
Conv3D 3 and Conv3D 4 layer convolution kernels
is 64, Conv3D 5, Conv3D 6, Conv3D 7, and
Conv3D 8 layer convolution kernels are 128. Consid-
ering that some valuable information may be lost due to
downsampling, and at the same time trying to reduce
the amount of calculation, therefore, the setting of the
first pool layer is (1, 2, 2). For all the time-domain
sequence information, only the sampling procedure is
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performed on the two-dimensional space domain, poo-
ling layer processing is performed, sampling and di-
mensionality reduction operations are performed on the
time-domain sequence features, and the time-domain
sequence features are extracted and compressed. The
pooling window sizes are all (2, 2, 2); the activation
function ReLU is applied to all activation layers; the
dropout discard rate is both 0. 25, and the fully con-
nected layer is 0. 5.

In Fig. 6, after multiple convolutional layers and
pooling layers, the output of the last convolutional layer
is (None, 1, 4, 4, 128), which is commonly used
between the convolutional layer and the fully connected
layer transition layer. The input of the Flatten layer is
(None, 1, 4, 4, 128), the output is (None, 2048),
and then entering the first fully connected layer
(Dense1), the input length value is 2048 feature vec-
tor. In order to obtain more valuable information re-
sults, the length of the feature vector is shortened, the
output value is set to 1024, and finally, in the second
fully connected layer (Dense2), the Softmax function
is used to classify the output vector of length 1024. For
the CASME data set, the number of neurons is 4, and
for the CASME II data set, the number of neurons is 5.

Fig. 6　 Fully connected layer network structure

3　 Experiment and analysis

3. 1　 Experimental environment
This article uses the following experimental envi-

ronment (Table 1) in the research process.

3. 2　 Data set and preprocessing
3. 2. 1　 Data set selection

The micro expression data sets used in this experi-
ment are CASME and CASME II. In 2013, Ref. [19]

Table 1　 Hardware and software environment
Name Model (version) Description

TensorFlow 1. 2. 0 As the backend of Keras
Keras framework 2. 1. 1 Use TensorFlow as backend

CUDA CUDA10. 1 Applied in the underlying
software platform of GPU

Operating system Linux Ubuntu 18. 04
GPU GTX 1080Ti Video memory 11 GB

RAM Kingston HyperX
Savage DDR4

Main frequency
2400 MHz, 8 GB

Hard disk Seagate 1 TB

researched and established the CASME data set. Nine-
teen subjects participated in the normal shooting,a total
of 195 micro-expression samples were generated. The
CASME data set contains two parts, CASME A and
CASME B. CASME A is under natural light condi-
tions, the resolution of the micro-expression camera is
1280 × 720 and the frame rate is 60 fps. CASME B
uses two symmetrical LED lights and uses a camera with
a resolution of 640 ×480 and a frame rate of 60 fps. The
resolution of the captured face image area is 150 ×190,
which is divided into eight categories, namely, tense,
disgust, repression, surprise, happiness, sadness, con-
tempt and fear. Fig. 7 is a micro-expression image be-
longing to the surprised category in CASME.

Fig. 7　 Surprise class

In 2014, Ref. [20] researched on the basis of the
CASME data set and created the CASME II data set,
which is now the most scientific and reasonable micro-
expression data set recognized by researchers from vari-
ous countries. A total of 255 micro-expression se-
quences were taken by 26 subjects. The camera frame
rate was 200 fps and the image resolution was 280 ×
340. All samples are spontaneous, and the light is suf-
ficient and stable when shooting the video, including
sadness, happy, fear, surprise, disgust, depression,
and others. Fig. 8 is a micro-expression image belong-
ing to the happy category in CASME II.

Fig. 8　 Happy class

According to the distribution of the number of
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samples of each type of micro-expression in the two da-
ta sets of CASME and CASME II, it is known that the
number of samples of individual types is too small, and
the research is of little significance. The data set of the
experiment in this article finally uses the four types of
sample data in CASME ( tension, surprise, depres-
sion, disgust) and the five types of sample data in
CASME II (surprise, depression, happiness, disgust,
and others).
3. 2. 2　 Data set preprocessing

When training a deep neural network, a large
amount of training data is often required. Sufficient
sample data will improve the training effect of the net-
work, otherwise it is prone to overfitting. However,
one of the main problems faced by micro-expression
recognition research is the lack of data sets, and the
number of data set samples that can be used as re-
search applications is currently very small. Therefore,
before the network training and testing, this article
firstly performs image data enhancement processing on
the two experimental data sets.

In deep learning, commonly used image data en-
hancement methods include image flipping, rotation,
zooming, cropping, translation, and adding noise,
etc. However, different from general expression fea-
tures, the micro-expression duration is short and the
action intensity is weak. It is ensured that the dynamic
feature information and motion information of the mi-
cro-expression are not affected as much as possible.
Therefore, this paper adopts two data enhancement
methods, image flipping and small amplitude flipping.
The image flip used in this article is different from rota-
ting 180 °, but a way of flipping the image symmetri-
cally about the Y axis, similar to mirror flipping. Fig. 9
is a partial result after flipping. The data set is expand-
ed to twice the original. Next, take 5 °, - 5 °, 10 °,
and - 10 ° image rotations for the original sample and
the flipped sample, respectively. Fig. 10 shows the
partial results after rotation. Finally, the processed da-
ta is sorted into the original sample, the original sam-
ple rotated by four angles, the flipped sample, and the
flipped sample rotated by four angles. In summary, the
number of samples has been expanded to ten times the
original.

Fig. 9　 Partial results of image flip

Fig. 10　 Partial results of image rotation

Finally, in the network data input module, direct-
ly call the cvtColor function in OpenCv to grayscale the
input RGB image, and then call the resize function in
OpenCv, and the normalized image size is 128 × 128 as
the data input. When performing the data reading oper-
ation during the training process, first read the frame
sequence with a fixed length of 16 each time, and then
read the length value of each frame sequence in the ob-
tained data set. If one of the frame sequences is the
length of is R, then randomly obtain a number M in the
range of (0, R - 16) and set it as the starting frame.
The entire frame is within the range of (M, M + 16),
and the above operation is continuously executed until
all the sample data is traversed, and the purpose of da-
ta amplification is achieved.

3. 3　 Analysis of experimental result
Because it often takes as little as 10 h to complete

the entire neural network training, and as many as tens
of hours, it is necessary to carefully and thoroughly re-
cord the experimental data. Based on the research and
analysis of the records, it is found that for existing
problems, adjust the parameters in the network in time
and update the record results. This article uses the
History module in the Keras callback function Call-
backs to record the experimental data. Once the train-
ing meets the conditions of a certain stage, the function
set can be called. In the process of network training, it
can be used the Callback function to record the statisti-
cal information of the network and its internal condi-
tions. This article uses the Sequential network model,
which includes the fit function. This function will
transmit logs information to the Callback function,
which contains on epoch end data to record the ex-
perimental data in this article.
3. 3. 1　 Network training

According to the overall network structure design
in subsection 1. 3, the network is trained and tested
based on the deep learning Keras framework. At the
beginning of this section, the network is trained first.
The training set uses the augmented data of the CASME
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and CASME II data sets. The network configuration
parameters during training are determined after multi-
ple experiments based on the experimental software and
hardware environment and other factors. The learning
rate (Base lr) is 0. 0001, the learning rate decay is
1e-10, the momentum is 0. 9, and the batch size is
16. When the number of iterations continues to in-
crease, in order to effectively avoid divergence of the
loss function, especially the number of iterations is
limited. When the number of iterations reaches
20 000, the learning rate is one-half of the original,
and the same operation is continued until ten loop op-
erations are completed. When the number of iterations
reaches 200 000, set the iteration epoch to 500. In this
experiment, 400 epochs were performed, and the loss
function value and accuracy value were recorded in de-
tail. Fig. 11 and Fig. 12 show the accuracy curve and
loss function curve of the training process on the
CASME data set. Fig. 13 and Fig. 14 show the accura-
cy curve of the training process on the CASME II data
set. The training process diagram records the state of
the entire network during training. According to the ac-
curacy curve and loss function curve, the convergence
speed and convergence state of the network are known
as the number of iterations of the network increases.

Fig. 11　 Accuracy curve during the CASME training process

Fig. 12　 The loss function curve during the CASME training

Fig. 13　 Accuracy curve during the CASME II training process

Fig. 14　 The loss function curve during the CASME II
training process

3. 3. 2　 Network test and analysis
After the network training process is over, in or-

der to verify the quality of the network model, the
trained model is tested, and the test sample uses the
original sample of the data set. Through the network
test, the confusion matrices on the two data sets of
CASME and CASME II were obtained, as shown in
Fig. 15 and Fig. 16. From the confusion matrix, it can

Fig. 15　 Confusion matrix in CASME
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Fig. 16　 Confusion matrix in CASME II

be seen that in CASME, the model has the highest rec-
ognition rate for the surprised category and the lowest
recognition rate for the depressed category. In CASME
II, the model has the highest recognition rate for other
categories and the lowest recognition rate for the de-
pressed category. This may be that there are too few
training samples in these categories, which leads to in-
sufficient dynamic feature extraction capabilities, and
the imbalance of training samples leads to different rec-
ognition rates.

According to the confusion matrix of the test re-
sults, the accuracy of each category and the overall ac-
curacy of the test on the two data sets are sorted, as
shown in Fig. 17. Surprise, happiness and other cate-
gories have higher accuracy rates, and the recognition
rates on the CASME II dataset are 84% , 78. 13% and
86. 87% , respectively. The accuracy rates of the re-
pression and disgust categories are far from the higher
three categories. The recognition rates on the CASME
II dataset are 62. 96% and 66. 67% , respectively.
The recognition rates of tension and surprise categories

Fig. 17　 Summary of test results

on the CASME dataset are higher, reaching 73. 91%
and 76. 19% . The repression category has the lowest
recognition rate, with an accuracy rate of 55% on the
CASME data set. In the final comparison and analysis
of various recognition rates, the overall accuracy rate
on the CASME data set is 66. 47% , and that on the
CASME II data set is 69. 11% .

In order to illustrate the effectiveness of data pre-
processing before training the network, this article adds
a comparison experiment at the end to compare the data
sets before and after data enhancement processing. The
final recognition rate results of the overall class on the
CASME and CASME II data sets are shown in Table 2.
In the CASME data set, the recognition rate without
data amplification processing is 60. 76% , while the
recognition rate after processing is 66. 47% ; In the
CASME II data set, the recognition rate before data
amplification processing is 62. 95% , and the recogni-
tion rate after processing is 69. 11% .

Table 2　 Comparison of accuracy before and after
data amplification

Before data
amplification / %

After data
amplification / %

CASME 60. 76 66. 47
CASME II 62. 95 69. 11

Finally, the improved algorithm in this paper is
compared with other micro-expression recognition algo-
rithms. The results are listed in Table 3. From Table 3,
it can be seen that the test results of the improved 3D-
CNN algorithm proposed in this paper are higher than
that of other algorithms. This verifies the effectiveness
of the algorithm in this paper, and also proves the im-
portance of extracting spatial and temporal features at
the same time for feature extraction based on video
frame sequence for micro-expression data amplifica-
tion.

Table 3　 Comparison of accuracy between the algorithm
in this paper and other algorithms

Algorithms Accuracy / %
2D-CNN[14] 64. 90
S-LRCN[21] 65. 70
3D-CNN[17] 66. 67

CNN + GEME[22] 67. 48
Algorithm in this paper 69. 11

4　 Conclusion

Aiming at the problem of the low detection rate of
current micro-expression recognition algorithms, espe-
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cially when the amount of sample data is insufficient,
an improved three-dimensional convolutional neural
network micro-expression recognition algorithm is pro-
posed. While improving the structure of the 3D-CNN
model, this algorithm introduces a BN layer to increase
the training speed. In order to improve the generaliza-
tion ability of the model and reduce the risk of overfit-
ting, this algorithm introduces Dropout layer. The im-
proved 3D-CNN network was trained and tested on the
data sets of CASME and CASME II. The experimental
results show that the micro-expressions recognition
effect of 3D-CNN algorithm is improved to some ex-
tent. The maximum recognition rate of the experimental
results is 69. 11% , which verifies the feasibility of the
algorithm. However, how to design and implement a
more robust and accurate feature extraction algorithm,
establish a real-time automatic recognition system for
micro-expression, and apply it to complex real-life
fields require the further research.
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