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Abstract
After the extension of depth modeling mode 4 (DMM-4) in 3D high efficiency video coding

(3D-HEVC), the computational complexity increases sharply,which causes the real-time perform-
ance of video coding to be impacted. To reduce the computational complexity of DMM-4, a simpli-
fied hardware-friendly contour prediction algorithm is proposed in this paper. Based on the similarity
between texture and depth map, the proposed algorithm directly codes depth blocks to calculate edge
regions to reduce the number of reference blocks. Through the verification of the test sequence on
HTM16. 1, the proposed algorithm coding time is reduced by 9. 42% compared with the original al-
gorithm. To avoid the time consuming of serial coding on HTM, a parallelization design of the pro-
posed algorithm based on reconfigurable array processor (DPR-CODEC) is proposed. The parallel-
ization design reduces the storage access time, configuration time and saves the storage cost. Veri-
fied with the Xilinx Virtex 6 FPGA, experimental results show that parallelization design is capable
of processing HD 1080p at a speed above 30 frames per second. Compared with the related work,
the scheme reduces the LUTs by 42. 3%, the REG by 85. 5% and the hardware resources by 66. 7% .
The data loading speedup ratio of parallel scheme can reach 3. 4539. On average, the different sized
templates serial / parallel speedup ratio of encoding time can reach 2. 446.

Key words: depth modeling mode 4 (DMM-4), contour prediction, 3D high efficiency video
coding (3D-HEVC), parallelization, reconfigurable array processor

0　 Introduction
The traditional high efficiency video coding

(HEVC) [1] standard is ideal for exploring features of
texture views[2], using the HEVC to encode depth map
may cause significant distortion at the edges of the
depth image[3] . 3D high efficiency video coding (3D-
HEVC) uses multi-view video plus depth (MVD) for-
mat and the techniques such as depth image-based ren-
dering (DIBR) to synthesize virtual views[4-5] . In or-
der to improve the encoding quality and performance,
3D-HEVC introduced new tools———depth modeling
modes (DMMs), DMM-1———DMM-4[5] . DMM-4 can
better retain the edge information, which effectively
solved the phenomenon of discontinuous object edge
prediction, improving the quality of the composite
video[6] . However, the computational workload of vid-
eo coding increases dramatically, which makes the re-

al-time processing by 3D-HEVC face great challenges.
Therefore, it is urgent to propose an efficient solution
to reduce computational complexity of contour predic-
tion algorithm. Based on this, experts proposed some
solutions for the DMM-4.

Ref. [7] introduced a fast decision of depth map
coding based on decision tree. Each decision tree is
used to decide when DMM evaluation can be avoided
in depth map coding. Ref. [8] introduced a fast depth
map internal prediction mode selection process based
on machine learning and self-organizing map to skip
unnecessary depth map internal prediction mode. Ac-
cording to the gradient information, Ref. [9] proposed
a fast mode decision algorithm.

Due to the large number of reference pixels and
complex calculation mode of DMM-4, the existing
schemes cannot select or skip DMM-4 under certain
condition. However, in practical application, DMM-1
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mode cannot effectively deal with the coding at the
boundary of a large number of objects and back-
grounds. The hardware architecture has the character-
istics of higher performance and lower power consump-
tion, some experts have designed the hardware archi-
tecture for DMM-4 algorithm.

Ref. [10] presented a dedicated hardware archi-
tecture for the DMM-4 of 3D-HEVC emergent stand-
ard. This architecture encoded all available block sizes
in parallel. But this architecture designed can’ t meet
the new introduction for 3D-HEVC. Ref. [11] de-
signed a real-time scalable hardware architecture, for
which both DMM-1 and DMM-4 work. Still, this work
is not fully compliant with the latest 3D-HEVC stand-
ard. Ref. [12] proposed a low-power and high-
throughput architecture for the DMM-4. It achieved the
higher processing rate in the comparative work, using
fewer logical elements and registers. Ref. [13] pro-
posed a hardware solution reducing the DMMs com-
plexity. The solution contained five modules working in
parallel. Ref. [14] extended the related research to
build another architecture to encode bipartition modes.
This hardware design included DMM-1 and DMM-4,
and achieved different throughput according to applica-
tion requirements. Ref. [15] proposed some simplifi-
cations that remove the less significant prediction
modes and block sizes and dedicate hardware architec-
ture for the 3D-HEVC depth map intra-prediction.

Real-time 3D video coding is a task with high
computational cost and high processing speed, so it is
necessary to optimize the contour prediction algorithm,
and the efficient hardware architecture is also needed to
meet the performance and resource requirements. The
reason for the high computational complexity of DMM-4
is that texture map needs to be introduced as a refer-
ence when coding depth map, the amount of reference
blocks increases significantly. And the serial calcula-
tion method of different sized templates causes time
consumption. To solve these two problems, this paper
mainly did the following work.

Through the analysis of the structural correlation
between texture map and depth map at the contour be-
tween object and background, this paper proposes a
simplified contour prediction algorithm. The proposed
algorithm reduces the number of texture reference
blocks, thus reducing the computational complexity of
encoding. The DMM-4 algorithm employs the quad-tree
coding structure that divides the depth maps into differ-
ent sized coded tree units ( CTUs), which is highly
adapt to the multi-core parallel array structure of DPR-
CODEC[16] designed by our project team. Therefore,
this paper proposes a parallelization design of proposed

algorithm based on DPR-CODEC to improve the enco-
ding efficiency.

Experiments show that the proposed algorithm
saved encoding time by 9. 482% . Compared with the
related work, this work reduced the hardware resources
by 66. 7% . The speedup ratio of parallel scheme of
data loading can reach 3. 4539, and the serial / parallel
speedup ratio of encoding time can reach 2. 446.

The rest of this paper is organized as follows. The
simplified contour prediction algorithm and experimen-
tal results are introduced in Section 1. DPR-CODEC
hardware structure and the parallelization design are
explained in Section 2. The experiment of paralleliza-
tion design is carried out in Section 3. Conclusion is
given in Section 4.

1　 Related work

1. 1　 DMM-4 algorithm in 3D-HEVC
In DMMs, the depth prediction block is divided

into two regions. DMMs have wedgelet and contour
partition methods, Fig. 1 shows two examples of wedge-
let and contour partition. DMM-4 is the only mode in
DMMs that uses contour partition. Contour partition
uses two regions with arbitrary shapes to divide a PU
into two regions, and there is no matching template for
such edge partition method in DMM-1. Each region is
represented by a different constant partition value
(CPV).

Fig. 1　 Example of DMM-1 (a) and DMM-4 (b) partition

The main idea of DMM-4 contour prediction is to
predict contour partition from texture reference block.
In DMM-4, the texture map is used as a reference to
encode the depth block. DMM-4 uses a threshold crite-
rion in partition prediction. The threshold used in this
example is the average value of texture blocks associat-
ed with coded depth mapping blocks, as shown in
Fig. 2(a). The regions are divided as follows: the
samples with texture blocks larger than the threshold
are marked as Region 1, and the samples with texture
blocks smaller than the threshold are marked as Region
0, as show in Fig. 2(b). Then, the average values of
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Region 1 and Region 0 are used as the predicted values
of each region, which are denoted as CPV 1 and CPV
0, as shown in Fig. 2(c). Finally, the original sample
is subtracted from the predicted sample to produce resi-
dues, as shown in Fig. 2(d).

Fig. 2　 DMM-4 encoding in HEVC

By testing the different test sequences on the 3D-
HEVC standard test platform, the proportion of depth
map encoding in the 3D-HEVC encoding process is
shown in Fig. 3. In the entire encoding process, tex-
ture map encoding accounts for 52. 5% of the entire
encoding process, while depth map accounts for
47. 50% . Depth mapping occupies nearly half of the
encoding occupancy rate, and DMM-4 accounts for
3. 34% . The introduction of DMM-4 brings an increase
in the encoding time. When the DMM-4 algorithm en-
codes and predicts the current depth block, it not only
encodes the current depth blocks, but also introduces
the texture blocks in the same scene as references. The
number of reference blocks doubles compared with oth-
er prediction modes. As a result, the real-time per-
formance of video coding is damaged. However, due to

Fig. 3　 Proportion of depth map encoding time

the ability to retain the encoding at the edge of the
depth image, DMM-4 is critical and indispensable in
3D-HEVC. This paper analyzes the coding method of
DMM-4 and the correlation between depth map and
texture map, then proposes a simplified contour predic-
tion algorithm.

1. 2　 A simplified contour prediction algorithm
Depth images and texture images express informa-

tion from different angles. As shown in Fig. 4(a), tex-
ture images can clearly express objects and bring better
visual effects. As shown in Fig. 4(b), the depth image
has the characteristics of smooth interior of the object
and sharp edge between the object and the back-
ground. However, in the same scene, texture map and
depth map have similar structures. As shown in
Fig. 4(c) and Fig. 4(d), depth map is not as sharp as
texture map visually, but both can clearly express the
boundary information between the object and the back-
ground, meeting the computational requirements of
edge detection of the contour prediction algorithm. In
addition, the traditional algorithm takes texture map as
reference block, which not only increases the computa-
tional complexity, but also interferes with edge detec-
tion due to the excessive fine expression of texture im-
age. As shown in Fig. 4(c), in the traditional DMM-4
algorithm, the bright spots of texture map are detected
as the edge of the object for contour division, resulting
in inaccurate contour prediction results. Therefore, using
depth map as the reference block during the threshold
calculation can meet the contour division requirements

Fig. 4　 Correlation between texture and depth image

493 HIGH TECHNOLOGY LETTERS | Vol. 28 No. 4 | Dec. 2022　



of the algorithm. Based on above analysis, a simplified
contour prediction algorithm is proposed in this paper.

During threshold calculation stage, the average
value of the depth blocks instead of the texture refer-
ence blocks is directly calculated, as shown in Fig. 5(a).
The average value is calculated as in Eq. (1).

average value =
∑
N

i = 1
∑
N

j = 1
P( i, j)

N2 (1)

where average value is the threshold of current depth
block, N is the block size, P( i, j) is the pixel value, i
and j represent the coordinates of the pixel in the dis-
crete matrix, 0 < i < N + 1, 0 < j < N + 1. After that,
the depth threshold is compared with the original depth
pixels. If P( i, j) > average value, the mapping val-
ue of point P( i, j) = 1, otherwise it is 0, then the re-
gions of the depth image are divided, as shown in
Fig. 5(b).

Then calculate the predicted depth blocks. Calcu-
lating the averages of the Region 1 and Region 0 to ob-
tain CPV 1, CPV 0, and map the values of CPV 1,
CPV 0 to the corresponding regions to obtain the pre-
dicted depth blocks, as shown in Fig. 5(c).

Fig. 5　 Simplified contour prediction coding example

Last, perform residue calculation. The sum of ab-
solute difference ( SAD) is calculated between the
original depth block and the predicted depth block,
and the residue matrix is obtained, as shown in
Fig. 5(d). The SAD matrix is summed to obtain the fi-
nal residues. The SAD( i, j) value is calculated ac-

cording to Eq. (2).
SAD(i, j) = ∑ i, j

| SA(i, j) - SB(i, j) | (2)
where SA( i, j) is the original pixel value of the depth
map and SB( i, j) is the predicted value of the depth
map.

1. 3　 Effect of simplified contour prediction
This section introduces the coding efficiency and

coding effect of the simplified contour prediction algo-
rithm. In order to analyze the feasibility of the algo-
rithm, timing tests and quality tests are simulated on
the Matlab. Image compression and image reconstruc-
tion quality are measured by peak signal-to-noise ratio
(PSNR). PSNR reflects the accuracy of the video cod-
ing algorithm, the higher the value, the higher the ac-
curacy, and the smaller the resulting video distortion.

The simplified contour prediction algorithm focu-
ses on shortening coding time by reducing the number
of reference blocks. Based on the calculation, the ref-
erence blocks can be effectively reduced to 1 / 2 of the
original algorithm, decreasing the number of reference
blocks by 50% . To verify the effectiveness of the pro-
posed algorithm, the five standard test sequences of
HTM, Balloons, GT FLY, Newspaper, Poznan
Hall2, Poznan Street, are tested and compared. The
PSNR results of the simplified contour prediction algo-
rithm compared with HTM16. 1 are shown in Table 1.
It is noted that the average loss of PSNR is 6. 6471 dB.
This figure is slightly higher. However, the simplified
contour prediction algorithm proposed in this paper
mainly solves the problem that the real-time perform-
ance of video coding is impaired due to the high com-
putational complexity of DMM-4 algorithm. The simpli-
fied algorithm can significantly reduce the computation-
al complexity of contour prediction algorithm. And the
PSNR loss in GT Fly and Newspaper are reduced to
4. 7304 dB and 5. 1881 dB. These results show that the
coding quality of the simplified contour algorithm is ac-
ceptable.

Table 1　 PSNR of simplified contour prediction
algorithm compared with HTM

Test
sequences

HTM16. 1
PSNR / dB

This paper
PSNR / dB △PSNR / dB

Balloons 42. 1804 34. 5173 - 7. 6631
GT FLY 52. 8759 48. 1455 - 4. 7304
Newspaper 43. 0144 37. 8263 - 5. 1881

Poznan Hall2 53. 2603 43. 7656 - 9. 4947
Poznan Street 50. 2640 44. 1049 - 6. 1591

Average 48. 3190 41. 6719 - 6. 6471
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ΔT represents the depth map coding time variation
of the proposed algorithm compared with the original
algorithm, ΔT is defined as

ΔT =
Toriginal - Tproposed

Toriginal
× 100% (3)

where Toriginal is the DMM-4 coding time in HTM, and
Tproposed denotes the depth coding time of algorithm pro-
posed in this paper. To test the time saving of simpli-
fied contour prediction algorithm, five test sequences of
HTM standard, Balloons, GT FLY, Newspaper,

Poznan Hall2, Poznan Street, were tested and com-
pared under common test condition (CTC). The enco-
ding time of different sizes templates is compared with
the original algorithm on HTM16. 1, and results are
shown in Table 2. Through the analysis of Table 2, it
is obvious that the improvement reduced the depth map
coding time by 9. 482% on average, which proved the
feasibility and effectiveness of the simplified contour
prediction algorithm that the proposed in this paper.

Table 2　 Depth coding time comparison under CTC
　 Balloons GT Fly Newspaper Poznan Hall2 Poznan Street Average

4 × 4 7. 55 7. 69 7. 81 6. 45 6. 78 7. 256
8 × 8 8. 93 10. 91 8. 33 9. 38 11. 86 9. 882

16 × 16 10. 88 12. 07 11. 86 9. 43 12. 31 11. 31
ΔT / % 9. 12 10. 22 9. 33 8. 42 10. 32 9. 482

　 　 In 3D-HEVC, the contour prediction algorithm di-
vides the depth map according to the different size tem-
plates in turn, the 8 × 8, 16 × 16 templates need to
wait for the completion of the division and calculation
of the 4 × 4 templates. From Table 2 it can be seen that
in the same test sequence, ΔT increases with the in-
crease of template size. Although the proposed algo-
rithm reduces the reference blocks, it still inherits the
serial coding method of traditional contour prediction.
When the template size is small, the template will di-
vide the encoded image into more layers of sub-blocks.
While the sub-blocks of the same size template are di-
vided and calculated, the calculation data of other dif-
ferent sub-blocks also need to wait for each other. This
results in the longest time consumption of 4 × 4 tem-
plate in contour prediction coding. To avoid time con-
sumption in video coding, this paper proposes a paral-
lel design for different sizes templates and sub-blocks
of same size templates.

2　 Parallel realization of simplified contour
prediction

　 　 This section adopts the idea of data-level parallel-
ism, and proposes a parallelization design hardware ar-
chitecture for the simplified contour prediction algo-
rithm based on the DPR-CODEC. The parallelization
design uses different PEs to process different sized PUs
concurrently to avoid data waiting.

2. 1　 Hardware architecture of DPR-CODEC
The DPR-CODEC supports H. 264 / AVC,

H. 265 / HEVC and other video codec standards. The

structure diagram of the reconfigurable array processor
is shown in Fig. 6, which mainly includes a global con-
troller, a two-dimensional adjacent interconnected
reconfigurable array, data input memory (DIM), and
data output memory ( DOM). The hierarchical pro-
gramming network is designed to load instructions
through the H-tree network. Among them, as the core
control unit of reconfigurable processing, the global
controller is responsible for configuration information
management, array state collection and data interac-
tion. The reconfigurable array structure mainly com-
pletes the data calculation and processing work. 64
logical clusters processor element groups ( PEGs ) are

Fig. 6　 Hardware architecture of DPR-CODEC
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arranged into an 8 × 8 two-dimensional adjacent inter-
connected square array. Each PEG has the same inter-
nal structure. A PEG is mainly composed of 4 × 4
PEs, and uses adjacent interconnection for data inter-
action, including 2 kB instruction memory ( IM) and
1 kB data memory (DM). In the structure, PEs of the
same structure can complete multiple application func-
tions according to different configuration information.

In the parallelization design hardware architecture
proposed in this paper, the depth image is stored in an
external memory. The PEs load the data from the ex-
ternal storage into the local data memory through DIM
and feeds it back to the global controller. The global
controller sends the corresponding instruction to the in-
struction memory of the PEs, and the PEs perform the
next coding operation according to the instruction.

2. 2　 The design of parallelization
3D-HEVC adopted a flexible quad-tree coding

structure and used serial encoding method. Although
the child CU inherits the parent CU prediction mode to
reduce the iterations in the HTM, the complex iterative
calculations and serial encoding method consume most
of the encoding time. DPR-CODEC is a multi-core dy-
namic reconfigurable video array processor with natural
parallel structure. Since 3D-HEVC basically processes
data in N × N rectangular blocks, DPR-CODEC can
better meet the calculation requirements of the pro-
posed algorithm. Due to the simplified design of pro-
posed algorithm, now the contour prediction algorithm
is more friendly to hardware realization. The simplified
algorithm can reduce the visiting storage time and con-
figuration time during the hardware implementation and
reduce the consumption of hardware resources.

The PE array of parallelization design based on
DPR-CODEC is shown in Fig. 7. The DIM is used for
the data cache, such as the YUV video sequence data.
PE00 is used to read the block data, template segmen-
tation, PE30 is used to assign the data to specific func-
tion modules. PE01, PE02, PE31, PE32 are used to
process the threshold calculation, bitmapping, CPV

Fig. 7　 Simplified contour prediction algorithm parallelization
design array structure partition diagram

calculation and depth block prediction process of the 4
× 4 templates. PE10, PE11, PE20 and PE21 handle
8 × 8 templates, PE12, PE13, PE22 and PE23 handle
16 × 16 templates. PE03 is used for SAD calculation of
each PU and the optimal template selection. The DOM
is used to output the data. The specific parallelization
design process is as follows.

Step 1 Data loading
PE00 reads a 16 × 16 depth block from the DIM

and stores the data in PE00 data memory address #0 -
255. After data is loaded, the depth information of the
current block is transferred to PE30 in a shared storage
manner.

Step 2 Data distribution and PU division
4 × 4 division: the data memory of PE01 receives

depth data. The 256 depth pixels have been divided
into 16 4 × 4 PUs, as shown in Fig. 8(a). PE01 loads
blocks e, f, g, h to PE02, blocks i, j, k, l to PE31,
and blocks m, n, o, p to PE32 in a way of shared
storage manner. Blocks a, b, c, d remain in PE01.

8 × 8 division: data memory of PE10 receives
depth data. The 256 depth pixels have been divided
into 4 8 × 8 PUs, as shown in Fig. 8(b), PE10 loads
block r to PE11, block s to PE12, and block t to
PE21. Block q remains in PE10.

16 × 16 division: data memory of PE12 receives
depth data.

Fig. 8　 PU division parallel scheme diagram

Step 3 Threshold calculation and bitmapping
4 × 4 coding: PE01, PE01, PE31, PE32 process

the 4 × 4 coding blocks, the address #0 - 15 is the data
address of the first block a. Click from top to bottom
and from left to right. Similarly, #16 - 31, #32 - 63,
#64 - 95 are the addresses of the last three blocks b,
c, d. Calculate the average value of each block,
where N = 4. After the threshold calculation is comple-
ted, then a loop is used to traverse the current depth
block. If P( i, j) > average value, P( i, j) = 1,
otherwise it is 0. It should be noted that each PE needs
to perform bitmapping for four 4 × 4 blocks. The
threshold calculation and bitmapping of 8 × 8 and 16 ×
16 blocks are calculated in the same way.
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Step 4 Depth block prediction
4 × 4 prediction: the same traversal method is

used to perform a one-to-one correspondence between
the bitmapping result in the previous step and the cor-
responding original depth block. The area correspond-
ing to Region 1 is summed and averaged, the CPV 1 is
the predicted value. Similarly, the area corresponding
to Region 0 is summed and averaged to obtain CPV 0.
The 8 × 8 and 16 × 16 blocks are predicted in the same
way.

Step 5 Residue calculation
The optimal prediction block is judged according

to the residues, and the smaller the residue shows that
the division mode of the current block is the optimal
one. The prediction value corresponding to this method
is the optimal prediction value. According to the SAD
values of the 4 × 4, 8 × 8, and 16 × 16 encoding
blocks calculated in each PE, the optimal prediction
mode is selected by computational comparison and the
residue matrix is output through the DOM.

3　 Experiment results and discussion

In order to test the performance of the proposed
parallelization design of the simplified contour predic-
tion algorithm, this section introduces the functional
simulation platform and hardware implementation tools,
also analyzes the comparison of the hardware imple-
mentation results with related work.

3. 1　 Hardware implementation
The implementation of a simplified hardware

friendly contour prediction algorithm parallelization de-
sign based on DPR-CODEC design is as follows.

Firstly, the simplified contour prediction algorithm
is programmed according to the special assembly in-
structions proposed by our project team. The special
instruction translator is used to convert the assembly
generation instructions into binary machine code and
store them in the instruction memory of each PE of the
DPR-CODEC. And the test data is preprocessed, and
then put into the data memory of PE. Then, the func-
tion simulation of parallelization design is verified
based on DPR-CODEC IDE. DPR-CODEC IDE is an
integrated development environment based on DPR-
CODEC hardware structure and video codec algorithm
hardware simulation. DPR-CODEC IDE simulation
platform is built by Modelsim system level modeling
language SimC and HDL language simulation platform,
and the numerical values and waveforms can be viewed
in Modelsim for verification of functional simulation.
After the function simulation is completed, the logic

synthesis is carried out based on Xilinx ISE develop-
ment tool, and the gate netlist file is generated. Final-
ly, the corresponding bit file is generated by BEE4
platform, and the FPGA is configured to open the plat-
form through BEE4 console to test.

3. 2　 Performance analysis and comparison
The parallelization design of the simplified contour

prediction algorithm takes full advantages of the natural
parallel structure characteristics and adjacent intercon-
nection structure of DPR-CODEC for data loading and
parallelizing the coding calculation of modules of differ-
ent sizes. In order to verify the hardware performance
of the parallelization design, this paper integrates the
ISE 14. 7 development environment of Xilinx and se-
lects the BEE4 development board of BEEcube for FP-
GA verification. The experiment results are as follows.

This paper proposes to perform simultaneous cod-
ing for coding templets of different sizes to select the
optimal templet. In order to facilitate the final optimal
SAD, the PUs with sizes of 4 × 4 and 8 × 8 need to be
synthesized into one 16 × 16 templet after the predic-
tion of each PU is completed. Considering the overall
reset characteristics of the array structure, the relevant
data of all coding sizes load with the largest PU (16 ×
16) is given. In order to effectively verify the accuracy
of the parallel scheme ( including data parallel
scheme) designed in this paper, the serial data loading
process of all coding units is integrated into the PE00
implementation to complete. Table 3 lists the 16 × 16
data loading time. It includes not only loading times for
the 4 × 4, 8 × 8 and 16 × 16 templates, but also 159
592 clock cycles when PE00 reads data from DIM. Ac-
cording to the analysis, the data loading speedup ratio
of parallel scheme can reach 3. 4539.

Table 3　 Serial / Parallel data loading time comparison
(unit: clock cycle)

　 Serial
loading

Parallel
loading

Speedup
ratio

16 × 16 504 341 145 151 3. 4539
DIM 159 592 -

In depth map encoding, our parallel design archi-
tecture adopts the idea of pattern parallelism to realize
the parallel computation of 4 × 4, 8 × 8 and 16 × 16
templates. The encoding time of parallelization design
on the DPR-CODEC of each size template is shown in
Table 4. As can be seen from Table 4, the coding time
of 4 × 4 template is the shortest, while that of 16 × 16
template is the longest. When the proposed algorithm
is implemented on DPR-CODEC, every 4 PEs is used
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to complete the coding calculation of 4 × 4, 8 × 8 and
16 × 16 template parallel processing. Since the 4 × 4
template can divide the depth block into more sub-
blocks, the parallelism of data calculation can be high-
er in PEs, thus making the data call efficiency and
coding efficiency higher. This correlation is the oppo-
site of the serial encoding. The simplified contour pre-
diction algorithm serial / parallel acceleration ratios of
the 4 × 4, 8 × 8 and 16 × 16 code blocks are respec-
tively 3. 0148, 2. 3753 and 1. 9481. On average, the
speedup ratio of encoding time can reach 2. 446. Ac-
cording to the simulation results, the parallelization de-
sign based on the DPR-CODEC effectively improves the
coding efficiency of the depth map contour prediction.

Table 4　 Comparison of simplified contour prediction algorithm
serial / parallel encoding time (unit: clock cycle)

Test
sequences

Serial
encoding

Parallel
encoding

Speedup
ratio

4 × 4 　 140 480 3. 0148
8 × 8 423 525 178 301 2. 3753

16 × 16 　 217 397 1. 9481
Average 423 525 178 726 2. 4460

Due to the reduction of reference blocks and the
parallel scheme based on DPR-CODEC, the consump-
tion of hardware resources is significantly reduced. The
parallelization architecture designed in this paper re-
quired 31. 7 K LUTs and 9. 6 K REG, with maximum
operating frequencies of 112. 7 MHz.

To the best of our knowledge, only work[10-15] con-
siders hardware solutions for DMM-4. In Table 5, the
comparison of the synthesis results with Refs[11-16] is
given. Ref. [15] and Ref. [12] synthesize for Nangate
45 nm, Ref. [14] synthesizes for ST 28 nm. The paral-
lel architecture developed in this paper is synthesized
for Xilinx Virtex 6 FPGA. Different synthesis processes
are used in these three related work, which hampers
the comparison with the synthesis results in this paper.
Therefore, we can only evaluate the influence of the
DMM-4 algorithm carried by hardware architecture on

the encoding efficiency of intra-frame depth map pre-
diction. Ref. [15] designed a hardware architecture
for processing depth mapping and supports the com-
plete 3D-HEVC intra-frame prediction model, but the
architecture does not highlight the improvement on the
intra-frame prediction algorithm itself. The hardware
architecture that Ref. [15] designed can realize the
encoding and decoding of DMM-1 and DMM-4, but
this architecture only simplified the DMM-1 algorithm,
did not improve the DMM-4 algorithm. In the above
three works, the DMM-4 algorithm is not optimized in
advance and implemented by serial in the hardware ar-
chitecture. However, before designing the hardware ar-
chitecture, this paper proposes a simplified hardware
friendly contour prediction algorithm, which effectively
reduces the data access time in the implementation of
hardware structure. In addition, the parallel design
scheme designed in this paper used 14 PEs parallel
collaborative processing in DPR-CODEC, and adopts
the method of data shared storage and parallel calcula-
tion of different templates, which improves the efficien-
cy of contour prediction.

Ref. [13] and this paper are synthesized for Xil-
inx Virtex 6 FPGA, so it can be directly compared with
this work. Compared with Ref. [13], the maximum
frequency of the hardware architecture is slightly low-
er, but this work consumes less hardware resources.
The LUTs in this paper is 42. 3% less, the REG is
85. 5% less, and the hardware resources are 66. 7%
less than the Ref. [13]. The architecture proposed by
the Ref. [11] does not support 4 × 4 sized PU enco-
ding. Compared with Ref. [11], LUTs and REG in
this paper decrease by 61. 9% and 90. 3% , and the
frequency of this work increase by 1. 58 times com-
pared with Ref. [11]. The Ref. [10] does not comply
with the latest 3D-HEVC standard, although it adopts
the parallel idea to propose a dedicated hardware archi-
tecture for DMM-4 algorithm. This architecture is not
available for processing HD 1080p at a processing
speed above 30 frames per second. Although less hard-
ware resources are used in this Ref. [10], this work can

Table 5　 Synthesis results comparison with the related work
Work Technology Area REG Maximum frequency / MHz Throughput / fps

Ref. [15] Nangate 45 nm 486. 8 K gates - 940 2160p@ 30
Ref. [14] ST 28 nm 350. 8 K gates - 632. 9 1080p@ 30
Ref. [13] Xilinx FPGA Vrtex 6 55 K LUTs 67 K 275. 0 2160p@ 30
Ref. [12] Nangate 45 nm 139. 84 K gates - 750 2160p@ 30
Ref. [11] Altera FPGA Startix V 83. 3 K ALUT 100. 2 K 71 1080p@ 30
Ref. [10] Altera FPGA Startix V 5. 6 K ALM 4. 4 K 31. 3 Not available
This work Xilinx FPGA Virtex 6 31. 73 K LUTs 9. 66 K 112. 72 1080p@ 30
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achieve higher frequency. The maximum frequency of
the hardware architecture proposed in this paper can
reach 3. 6 times of Ref. [10].

4　 Conclusion
Aiming at the high computational complexity of

DMM-4 algorithm and the time consuming problem
caused by serial coding mode on HTM, this paper pro-
poses a simplified contour prediction algorithm and a
parallelization design of proposed algorithm based on
DPR-CODEC. The proposed algorithm eliminates the
dependency on texture reference blocks in threshold
calculation of DMM-4. The reference blocks reduced
by 50% . The coding time reduced by 9. 482% com-
pared with the original DMM-4 algorithm on HTM16. 1.

In order to meet the real-time demands of video
coding applications, this paper proposes a paralleliza-
tion design based on DPR-CODEC to solve the time
consuming problem of data waiting. The function simu-
lation mapping is implemented on DPR-CODEC IDE,
and the hardware performance is verified by BEEcube
BEE4 FPGA hardware development platform. The par-
allelization design of the proposed algorithm benefits
from the adjacent interconnect structure of DPR-CO-
DEC, and the video data can be loaded between PEs in
the way of shared storage, which saves the data access
time and storage cost in the hardware structure. The
serial / parallel acceleration ratio of data loading can
reach 3. 4539. Based on the natural parallel structure
of DPR-CODEC, templates of different sizes are used
for parallel computation. The waiting time of templates
without data correlation is reduced and the computa-
tional efficiency is improved. The average serial / paral-
lel acceleration ratio of 4 × 4, 8 × 8 and 16 × 16 tem-
plates can reach 2. 446. Compared with other related
work, our scheme reduced LUTs by 42. 3%, REG by
85. 5%, and hardware resource consumption by 66. 7%.
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