
　 doi:10. 3772 / j. issn. 1006-6748. 2022. 04. 008

Design and implementation of gasifier flame
detection system based on SCNN①
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Abstract
Flame detection is a research hotspot in industrial production, and it has been widely used in

various fields. Based on the ignition and combustion video sequence, this paper aims to improve the
accuracy and unintuitive detection results of the current flame detection methods of gasifier and in-
dustrial boiler. A furnace flame detection model based on support vector machine convolutional neu-
ral network (SCNN) is proposed. This algorithm uses the advantages of neural networks in the field
of image classification to process flame burning video sequences which needs detailed analysis. First-
ly, the support vector machine (SVM) with better small sample classification effect is used to re-
place the Softmax classification layer of the convolutional neural network (CNN) network. Second-
ly, a Dropout layer is introduced to improve the generalization ability of the network. Subsequently,
the area, frequency and other important parameters of the flame image are analyzed and processed.
Eventually, the experimental results show that the flame detection model designed in this paper is
more accurate than the CNN model, and the accuracy of the judgment on the flame data set collected
in the gasifier furnace reaches 99. 53% . After several ignition tests, the furnace flame of the gasifier
can be detected in real time.

Key words: support vector machine convolutional neural network (SCNN), support vector ma-
chine (SVM), flame detection, flame image processing, gasifier

0　 Introduction
In the current industrial environment, as a large

energy conversion equipment, gasifier has been widely
used[1] . Therefore, in order to make the gasifier work
safely and efficiently, it is very necessary to study the
flame detection method in the furnace[2-3] . The monito-
ring and evaluation of combustion state in gasifier fur-
nace are very important to the production process, any
misjudgment will bring huge economic loss[4-5] . In ad-
dition, the accuracy of gasifier detection method will
directly affect the judgment result of flame state and
subsequent fuel supply in the furnace, thereby greatly
affecting the utilization of fuel resources[6] .

Currently, there are three flame detection methods
commonly used in industrial production, which are ther-
mocouple method, digital signal processing method,
and image processing method[7] . Among them, the re-
al-time performance of the gasifier thermocouple detec-
tion method is poor, and the traditional digital signal

processing technology is insufficient for the accuracy of
the furnace flame detection[8-9] . The core technology of
state monitoring based on flame images is to realize the
characteristic judgment of the flame combustion state,
but there is also a certain degree of contingency[10] .
Nowadays, safety production requirements are getting
higher and higher, and more combustion status infor-
mation needs to be extracted from flame images[11] .
Compared with the traditional method, the detection
method based on computer vision is more intuitive and
reliable. Therefore, Ref. [12] extracted flame features
and used support vector machine (SVM) for classifica-
tion. Ref. [13] proposed a flame area detection meth-
od by using the color and dynamic characteristics of the
flame in the video sequence, and separated the dynam-
ic object from the flame to extract the flame character-
istics. Ref. [14] developed a real-time image acquisi-
tion and combustion diagnosis system based on a per-
sonal computer (PC) and a digital signal processor on
a 200 MW boiler, but this method also has certain
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judgment errors. The National Key Laboratory of Coal
Energy Efficient Utilization and Emission Reduction
Technology used an image segmentation method based
on gray-scale segmentation and background difference
to extract and detect features of furnace flames[15] .
Some researchers have proposed a video flame detec-
tion method based on a dual-stream convolutional neu-
ral network (CNN) combined with temporal and spa-
tial features to classify the flame area[16-17] . Ref. [18]
proposed a boiler furnace flame visual monitoring meth-
od based on the cascaded forward back propagation
(BP) neural network model. This method realizes vis-
ual real-time detection, but there is a problem of inac-
curate algorithm optimization.

In summary, the existing flame detection methods
have problems such as low detection accuracy, poor re-
al-time performance, and insufficient intuitive judg-
ment results[19] . Aiming at the problems of the above-
mentioned furnace flame detection method, this paper
proposes a support vector machine convolutional neural
network (SCNN) flame detection algorithm, and com-
pletes the detection of the gasifier furnace flame based
on this model. Experimental results show that the de-
tection accuracy rate can reach 99. 53% . Through the
designed graphical user interface ( GUI), the flame
state judgment result, flame intensity, area and other
parameters of the SCNN model are displayed in real
time to realize human-computer interaction. In the
end, the algorithm has been applied to the burner noz-
zle detection system of aerospace gasifier.

1　 The structure design of the furnace flame
detection system

　 　 As shown in Fig. 1, the design process of the
flame detection system can be divided into the following

Fig. 1　 System design process

steps, respectively. (1) Design, training and perform-
ance test of SCNN flame detection model. (2) An in-
dustrial camera is used to collect flame image data in
the furnace of the gasifier. Subsequently, the flame
image data is processed and named as FISD (flame im-
age state dataset) flame state data set. (3) Aiming at
the flicker problem of flame image, the intensity, area
and flicker frequency of real-time flame state image are
analyzed and processed.

Fig. 2 shows the burner ignition device, which is
used to ignite the aerospace gasifier. The design of the
SCNN flame detection system and the experimental test
of the algorithm will be completed based on this de-
vice.

Fig. 2　 Aerospace gasifier ignition device

The industrial camera encapsulated in the ignition
device is used to photograph the flame in the gasifica-
tion furnace and collect flame video images. Each part
of the ignition burner is connected by a flange. During
ignition, a certain proportion of oxygen, nitrogen and
fuel gas are introduced into each air inlet to mix, and
an electric ignition device is used to ignite.

1. 1　 Flame image classification based on SVM
This flame detection model uses SVM method to

classify flame image cases, as shown in Fig. 3. Unlike
the softmax classifier, SVM outputs the results of flame
sample classification in the form of scores, and selects
the category with the highest score as the judgment re-
sult. In this way, not only the best hyperplane is fit-
ted, but also the network has better generalization abil-
ity, and at the same time, high precision can be ob-
tained by using a small training set.

The hyperplane equation in the feature space can
be expressed as wx + b = 0, where x represents the
flame image sample point in the hyperplane, w is per-
pendicular to the hyperplane, and b represents the er-
ror value, as shown in Fig. 3.
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Fig. 3　 The basis of linearly separable SVM classification

For a separating hyperplane, when the class is de-
fined as yi = 1, it can be defined as wxi + b - 1≥0;
when yi = - 1, it can be defined as wxi + b + 1 < 0, as
shown in Eq. (1).

yi(wxi + b) - 1 ≥ 0 (1)
For the defined flame sample point T = {(xi,

yi)}, the geometric interval from the hyperplane is ex-
pressed as γi shown in Eq. (2).

γi = yi(
w·xi

‖w‖ + b
‖w‖) (2)

For all the flame sample points collected, the ex-
pression for the minimum geometrical interval of the
hyperplane is shown in Eq. (3).

γ = min
i = 1,2,…,n

γi (3)
where the smallest γi geometrical interval is taken as
the distance from the hyperplane to the support vector.

For the case where the final category is not linear-
ly separable, introduce a slack variable ξi, i = 1,2,
…,n, which represents the distance from the sample in
the plane to the support hyperplane P1 or P2 of the
support vector to which the sample belongs, as shown

in Eq. (4).

min
w,b,ξi

1
2 ‖w‖2 + C∑

n

1
ξi (4)

where C is the penalty parameter, which is a non-nega-
tive value and is positively correlated with the degree of
penalty. C is obtained by parameter tuning, and then
the constraint conditions are used to find the optimal
situation of flame classification.

1. 2 　 SCNN network layer structure and parame-
ter setting

　 　 This algorithm is based on the CNN model of
flame detection to extract the real-time flame ‘on’ and
‘off’ characteristics in the furnace of the gasifier. Fur-
thermore, the flame characteristics are recorded in a
file named ‘Feature F’. Firstly, initialize two matri-
ces called ‘N feat’ and ‘N2 num’ to save the fea-
ture maps of all furnace flames and the number of flame
features respectively. Subsequently, SVM is used for
classification, which has a higher classification accura-
cy, and the generalization ability of the SCNN network
using SVM is also better than Softmax classifier.
Therefore, the SVM method is introduced in SCNN to
replace the Softmax layer. Next, the Kmeans method is
used to cluster all the characteristics ‘N feat’ of the
furnace flame into a total feature matrix, and each
characteristics of flame is defined, the training set and
the test set are extracted respectively. Ultimately, the
training of the model and the classification of the flame
image are completed.

The framework of SCNN furnace flame detection
algorithm is shown in Fig. 4. First, reduce the dimen-
sionality of the collected flame video image and convert
it into a frame-by-frame flame gray-scale image, reduce

Fig. 4　 Framework diagram of SCNN network

the amount of data, and reduce the size of the image to
a 64 × 64 matrix, then, perform batch normalization
processing; use it as the input data of the CNN model,

and use a 4 × 4 convolution kernel for convolution. La-
bel the flame image data set. Based on the brightness
of the flame image, the data is first divided into two
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categories: ‘flame on’ (furnace starting and operating
state) and ‘ flame off’ (gasifier stopped and unignit-
ed). The state of the flame in the furnace is represen-
ted by matrix [0,1] that the flame is off;[1,0] indi-
cates that the flame in the furnace is bright, and then
‘flame on’ as the base class to subdivide. Its derived
classes are ‘ Big flame’, ‘Medium’, and ‘ Low’.
The network includes the convolutional layer Conv 1,
which contains a total of 8 convolution kernels with a
size of 4 × 4, Conv 2 contains a total of 16 convolu-
tion kernels with a size of 2 × 2. The two convolution
layers of Conv 1 and Conv 2 are pooled through
Maxpooling 1 with a size of 8 × 8. The size of the
fully connected layer is set to (2 × 2 × 16) × 64, and
the Dropout layer is introduced for random inactiva-
tion.

The specific parameters of the network model are
shown in Table 1. The SVM classifier is used to re-
place the Softmax function for the flame classification
output. In order to make the classification results in-
clude all the flame states, this paper uses the OVR-
SVM multi-classification method to classify the flame
states. After that, the SCNN network is used to detect
the flame status of the gasifier furnace in real time,
output the results of the first layer of the SVM decision
tree, and display the furnace flame status obtained by
classification.

Table 1　 Convolutional neural network parameter setting
Species Core size / step length Input size

Convolution 4 × 4 × 8 / 1 64 × 64 × 1
Pooling 8 × 8 / 8 64 × 64 × 8

Convolution 2 × 2 × 16 / 1 8 × 8 × 8
Pooling 4 × 4 / 4 8 × 8 × 16

Fully connected (2 × 2 × 16) × 64 1 × (2 × 2 × 16)
Dropout Random inactivation 64 × 1

Fully connected 4 × 64 64 × 1
SVM Classification 4 × 1

2 　 Furnace flame image analysis and pro-
cessing

　 　 Although the flame shape change in the furnace of
the gasifier is not complicated, the flame state in the
furnace will be affected by the fuel combustion state,
and there will be flame flicker. This flicker change is
unpredictable and may cause the detection algorithm to
make abnormal judgments. Therefore, in view of such
problems, the threshold setting of the flame image, the
maximum value judgment interval of the flame area,
and the flicker frequency of the flame must be consid-
ered to ensure that the real-time flame state detection

system is normal during the ignition and operation of
the gasifier work.

As shown in Fig. 5, the flicker of the flame will
cause the exposure of the flame image, which affects the
accuracy of the detection system’ s judgment value.
Therefore, it is necessary to analyze the flicker frequen-
cy, intensity, and flame area of the image when the flame
is burning, so as to perform parameter interaction.

Key: 1. Full burning flame, 2. Bright edge of flame, 3. Inner wall of ig-
nition equipment, 4. Flame flicker exposure out of bounds, 5. Threshold
area, 6. Furnace wall light, 7. Border of flame.

Fig. 5　 Changing state of furnace flame flicker

2. 1　 Flame feature extraction
The main characteristics of the flame in the origi-

nal image and the interference information of the reflec-
ted light in the ignition device are processed and ana-
lyzed, as shown in Fig. 6.

Fig. 6　 Flame image features

Fig. 6(a) shows the actual flame image when the
gasifier is ignited, and Fig. 6(b) shows the result of
the gray-scale processing of Fig. 6(a), which is also a
dimensionality reduction of the original image.
Fig. 6(c) shows the flame characteristic boundary ex-
tracted by binarizing the flame gray image in Fig. 6(b)
and filtering most of the interference light on the tube
wall, but there are still some small spots, which are
reflections caused by the unevenness of the tube wall.
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This will cause the interference light and the flame to
have a smaller brightness difference and be extracted at
the same time. Use the cell array to store the data for
demarcating the boundary, and then return a label ma-
trix ‘L’ to demarcate a label for each flame target, as
shown in Fig. 6(d), and finally return the number of
all flame targets in the image, showing the boundary
and label.

2. 2　 Flame area analysis
The flame area feature is classified according to

the threshold value to obtain the result shown in Fig. 7.
Analyze the flame image sample data coordinates, view
the features with large gaps in each image line, and
define the threshold value to make the classifier.

The interference light from the tube wall of the ig-
nition device is filtered out according to the threshold
size of the flame area, and the sample point with an ar-
ea of 2. 7 × 105 in the figure is obtained, which is the
effective burning area of the extracted furnace flame
characteristic image. According to the threshold, the
combustion critical point is divided, and the area of
each combustion stage is defined, which is used as the
flame area parameter. Finally, it is output as a per-
centage and displayed on the GUI interface.

Fig. 7　 Threshold classification of flame area
characteristics

2. 3　 Flame spectrum analysis
Use an industrial camera to collect flame images

of various flicker frequency ranges, convert the collect-
ed images into ‘ L’ mode, and accumulate the gray-
scale value of each pixel of the image to approximate its
brightness value. Next, input the brightness of 160
continuous flame images and perform frequency spec-
trum analysis. The result is shown in Fig. 8.

Fig. 8　 Flicker frequency of flame image after Fourier transform
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　 　 The brightness of the flame image is subjected to
Fourier transform, and the flicker frequency of the flame
can be judged by the obtained fundamental frequency.
Analyze the four kinds of low flicker frequencies in
Fig. 8, and get the absolute error of detection based on
the four flicker frequencies, as shown in Table 2.

Table 2　 Flicker frequency detection
Theoretical

frequency / Hz
Actual

frequency / Hz
Absolute frequency

error / Hz
1 1. 0938 0. 0938
3 3. 0442 0. 0442
5 4. 9716 0. 0284
9 8. 9182 0. 0818

In actual application, the computing efficiency of
the hardware system needs to be considered. Normal-
ly, the sampling frequency of an industrial camera is
roughly 10 fps, so for the furnace flame detection sys-
tem, consider selecting a sampling frequency of 7 Hz.

3　 Experimental process of flame detection
system

3. 1　 Construction of the experimental environment
The construction of the experimental environment

(Table 3) and the training of the flame detection mod-
el are completed based on the Linux system. The GUI
interface is designed to complete the human-computer
interaction. The flame detection model is cross-com-
piled to facilitate transplantation and application in em-
bedded devices.

Table 3　 Hardware and software environment
The hardware conditions and software environment require-
ments of the experiment
1. Linux system, Ubuntu 18. 04. 1 and above
2. The driver uses CUDA 10. 0 or above, and supports basic
software
3. Programming software Keras 2. 1. 1 and above, neural net-
work framework
4. Neural network TensorFlow 1. 2 and above
5. RTX discrete graphics card, more than 10 GB video memory
6. 8 GB DDR memory module
7. 1 TB hard disk, SATA interface

3. 2　 FISD data set preprocessing
SONY-118 industrial camera installed in the igni-

tion devices is used to collect flame image data in real
time. Test a complete ignition and combustion process,
and collect a video of the flame state of the gasifier dur-

ing the start and stop process. The video includes the
entire process from electric ignition to intermittent
flame flashing to flame stability and flame extinguishing
in the furnace. First of all, the video sequence needs
to be parsed into a picture format to speed up the train-
ing. Specifically, open the video capture device
through the VideoCapture of the OpenCV library and
obtain the frame rate. Subsequently, the frame size is
obtained by modifying the parameters. Set the acquisi-
tion frame size of the data set to 3, and divide the vid-
eo into 4 parts according to the time sequence, which
are the furnace start and stop phase, the ignition
phase, the flame stabilization phase, and the flame off
phase. Finally, intercept 10 000 flame images, name
the dataset FISD, classify and label the data. Fig. 9
shows part of the flame state data during the ignition
period.

Fig. 9　 FISD data set

In this paper, the methods of image flipping, ran-
dom pruning,color dithering and noise disturbance are
used to process the sample data of flame flicker stage,
amplify the data and enhance the characteristics of the
flickering flame. The detection algorithm can accurate-
ly judge and output the flame states in different peri-
ods. In this way, the stability and robustness of SCNN
flame detection model are improved.

For the FISD data set, first of all, according to
the flame state, it can be divided into two main catego-
ries: flame off and flame on. Secondly, according to
the OVR-SVM multi-classification method, the flame
state is divided into three states according to the
threshold range, so that four types of ‘ Big flame’,
‘Medium’, ‘ Low’, and ‘ Flame off’ are obtained.
In addition, after processing and analyzing the flame
image, parameters such as flame intensity, area, and
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flicker frequency are obtained.

3. 3　 Training and testing of SCNN network
For the model training of the SCNN network,

10 000 images of the flame burning state are used as
the input of the network model. The specific parame-
ters are set as follows: the batch size is 10, the pixels
of the input video sequence converted into image frame
data are 64 × 64, and the random dropout rate is 0. 8.
In this paper, the SVM classifier is introduced into the
network structure, which can not only improve the
training speed of the network, but also effectively im-
prove the accuracy of the system model in the recogni-
tion and classification of the flame state. Based on the
characteristics of the SCNN network model, in the
training process, the learning rate is 0. 1 and the ep-
och is 50 times.

In the actual drawing process, the accuracy of the
model will gradually increase with the training epoch.

In the application of aerospace furnace flame detection
system, the accuracy of the SCNN model will directly
affect the safe start and stop process of the gasifier.
Different training parameters are unpredictable in mod-
el training. Therefore, the accuracy of the model varies
in multiple training sessions. However, in order to fit
the background of the gasifier application, it is neces-
sary to select appropriate training parameters. In the
end, the accuracy of the SCNN model reached
99. 53% , as shown in Fig. 10(a).

As shown in Fig. 10(b), the loss function curve
gradually decreases as the training epoch increases.
However, there will be a short rise during the overall
downward trend. This is because in the process of find-
ing the minimum value of the loss function, the cost
function continues to fall after rising from its minimum
point, which is a normal situation in the training
process. During this training process, the final value of
the loss function is 0. 035.

(a) Accuracy curve of training process (b) Loss function curve of training process

Fig. 10　 SCNN model training process

　 　 In addition, the SCNN algorithm proposed in this
paper uses SVM to replace Softmax layer, and uses
OVR-SVM multi-classification method to classify and
output each state of flame. Flame images in FISD
flame dataset that have not been processed by data am-
plification are taken as the test set. SCNN using SVM
is compared with the original CNN flame detection al-
gorithm using Softmax, and the experimental results are
shown in Fig. 11.

It can be seen from Fig. 11 that SCNN flame de-
tection model has better judgment accuracy than CNN
flame detection algorithm in the unknown original flame
data set. Therefore, SCNN has better generalization
ability than CNN flame detection algorithm.

In order to further verify the feasibility of the SC-
NN flame detection algorithm, the performance of the
SCNN flame detection algorithm proposed in this paper
is compared in detail with that proposed in other litera-

tures. The performance comparison results of each
model on the flame data set are shown in Table 4.

Fig. 11　 Comparison of accuracy between SVM network
and traditional CNN
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Table 4　 SCNN algorithm performance comparison
Algorithm Computing speed / fps Accuracy / %

CNN 200 95. 71
Two-Stream CNN 350 82. 95

R-CNN 529 88. 08
ELASTIC-YOLOv3 525 98. 50

SCNN 500 99. 53

It can be seen from Table 4 that the Two-Stream
CNN algorithm proposed in Ref. [17] and the R-CNN
flame detection algorithm proposed in Ref. [20] have a
judgment accuracy of 82. 95% and 88. 08% on flame
video data respectively. The original CNN flame detec-
tion algorithm has an accuracy rate of 95. 71% , while
the SCNN flame detection algorithm proposed in this
paper has a judgment accuracy rate of 99. 53% , which
is higher than other algorithms. In addition, the calcu-
lation speed of SCNN is 500 fps, which is greatly im-
proved compared with the calculation speed of CNN
model at 200 fps, but it is slightly lower than the cal-
culation speed of the flame detection algorithm based
on R-CNN and ELASTIC-YOLOv3[21] . However, the
flame detection method of aerospace gasifier requires a
small delay to ensure the real-time detection results.
Detection accuracy is also an important evaluation in-
dex. The calculation speed of SCNN flame detection
algorithm is at the middle to upper level, and the accu-
racy is better than other algorithms. Therefore, based
on the comparison results in Table 4, the SCNN flame
detection algorithm has higher accuracy and real-time
performance.

4　 Application and verification analysis

4. 1　 Application of SCNN flame detection model
The training of the flame real-time state detection

model is based on the Linux system environment, so
that the subsequent algorithm can be transplanted to
the embedded system. Use OpenCV library functions to
collect size, RGB conversion and processing of contin-
uous flame video, and set the limits of flame brightness
and area threshold.

The GUI interface is designed as shown in
Fig. 12. Use the pop-up window function to set the pa-
rameters, including the delay of the result display and
the threshold of each parameter. At the same time, the
brightness of the collected flame image is displayed in
real time using a line graph. Then use the trained SC-
NN model to classify the flame state in real time. Sub-
sequently, a simulation experiment is performed to
simulate the flame in the furnace, and it is obtained
that the flame intensity of the detected simulated light

source is 38, the flame area is 53, and the flame state
is judged to be ‘bright’ .

Fig. 12　 Real-time detection results of simulated
furnace flame

After several flame detection simulation experi-
ments, the SCNN model can accurately identify and
classify the combustion state of the furnace flame (on)
and the state when the gasifier stops working ( off),
and display it on the GUI interface. This part is based
on the first judgment of decision-making level.

4. 2　 Verification analysis
The main verification experiment is based on the

ignition equipment of the aerospace gasifier. The fur-
nace ignition test is carried out by electric ignition.
The real-time state of the flame is detected during the
ignition process and compared with the ultraviolet de-
tection device. Analyze the flame detection data in the
ignition state, and the analysis results are shown in Ta-
ble 5.

Record a complete flame state cycle and intercept
21 judgment results for analysis. By comparing with
the detection result of the ultraviolet flame detection
equipment, it can be seen that the output result of the
ultraviolet device is an analog signal of 4 - 20 mA,
which indicates the state of the flame from small to
large. In the historical data of the SCNN flame detec-
tion system, the flame state changed from bright to off,
and the UV detection equipment began to decrease
from 20 mA. Among them, due to the flickering of the
flame, a ‘Low’ state judgment was generated, but the
flame state was still judged to be a ‘ bright’ state,
which was consistent with the judgment of the ultravio-
let device. When the analog output is 4 mA, the flame
area is 0, which meets the testing requirements of aero-
space gasifiers and meets industrial standards.

The data record of the continuous flame image
judgment results of the SCNN flame detection system
during the ignition process is shown in Table 5. The
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Table 5　 Comparison and verification of flame state during ignition of aerospace gasifier
SCNN flame detection algorithm UV flame detection

Furnace flame
recording frequency

Flame
brightness Flame area Flame state Analog output

(current)
1 09:21:09 56% 38% Big flame 20. 0 mA
2 09:21:09 55% 30% Big flame 19. 6 mA
3 09:21:09 52% 28% Medium 18. 5 mA
4 09:21:09 47% 20% Medium 17. 0 mA
5 09:21:09 49% 18% Low 9. 2 mA
6 09:21:09 53% 33% Medium 18. 9 mA
7 09:21:09 51% 28% Medium 18. 4 mA
8 09:21:10 45% 14% Low 8. 4 mA
9 09:21:10 47% 19% Low 9. 6 mA
10 09:21:10 46% 18% Low 9. 3 mA
11 09:21:10 43% 11% Low 8. 5 mA
12 09:21:10 42% 10% Low 8. 3 mA
13 09:21:10 42% 9% Low 8. 0 mA
14 09:21:10 41% 8% Low 7. 3 mA
15 09:21:11 40% 5% Low 6. 1 mA
16 09:21:11 34% 0% Flame off 4 mA
17 09:21:11 31% 0% Flame off 4 mA
18 09:21:11 25% 0% Flame off 4 mA
19 09:21:11 13% 0% Flame off 4 mA
20 09:21:11 6% 0% Flame off 4 mA
21 09:21:11 0% 0% Flame off 4 mA

analysis frequency is 7 fps. This part is the output re-
sult of SCNN judgment, and the flame state is recorded
in real time in the historical data. The categories are
divided into: Big flame, Medium, Low, and Flame
off.

After comparison and verification with the flame
detection results of the ultraviolet device, the system
can accurately determine the flame state of the fur-
nace, display various parameters, and record real-time
flame state data in the form of files. On the whole, hu-
man-computer interaction is completed.

5　 Conclusion

A SCNN flame detection algorithm is proposed to
detect the flame state in the aerospace gasifier. Moreo-
ver, the accuracy and reliability of flame detection are
verified based on SCNN algorithm framework. Original-
ly, an industrial camera is used to collect the flame
video data in the furnace during the start and stop
phase, and the data obtained are processed with gray-
scale to reduce the data dimension. The furnace flame
data set FISD is used for network training and testing.
Firstly, the CNN flame detection model is trained, and
then the feature extraction of flame is set. Subsequent-

ly, SVM is introduced for flame classification. Through
the above operations, the original Softmax layer is re-
placed, thus improving the generalization ability of the
network. The SCNN flame detection model proposed in
this paper has a judgment accuracy of 99. 53% for the
test set, which is higher than the CNN flame detection
model. Therefore, SCNN network model can accurately
judge the state of the furnace flame. Eventually, SCNN
flame detection model, the brightness, frequency, in-
tensity, area and other important parameters are intro-
duced into the GUI interface to realize human-computer
interaction and complete the real-time detection of gasi-
fier furnace flame. However, for the blue flame gener-
ated during incomplete combustion and some high fre-
quency flame, the accuracy of the current SCNN flame
detection model will be reduced in the ignition of aero-
space gasifier. Therefore, the SCNN flame detection
algorithm will be constantly improved in the follow-up
work.
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