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Prediction of film ratings based on domain adaptive transfer learning①
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Abstract
This paper examines the prediction of film ratings. Firstly, in the data feature engineering, fea-

ture construction is performed based on the original features of the film dataset. Secondly, the clus-
tering algorithm is utilized to remove singular film samples, and feature selections are carried out.
When solving the problem that film samples of the target domain are unlabelled, it is impossible to
train a model and address the inconsistency in the feature dimension for film samples from the source
domain. Therefore, the domain adaptive transfer learning model combined with dimensionality re-
duction algorithms is adopted in this paper. At the same time, in order to reduce the prediction error
of models, the stacking ensemble learning model for regression is also used. Finally, through com-
parative experiments, the effectiveness of the proposed method is verified, which proves to be better
predicting film ratings in the target domain.
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0　 Introduction

With the development of machine learning, more
and more algorithms have been widely applied in daily
life, including but not limited to speech recognition,
language translation, target detection and weather pre-
diction. As film data have the features of being in vol-
ume, various types, and coming from wide varieties of
sources, how to use these data to help producers and
investors with inspirations in their future production
processes, and to even promote the development of film
industry is an urgent problem[1] .

However, the training dataset and testing dataset
used in practical application scenarios mostly follow
different marginal distributions, and the traditional ma-
chine learning model requires a large number of data
samples with complete sample labels to participate in
the training process. However, this dataset cannot be
completely obtained for many reasons, which leads to
the difficulty in training. Transfer learning refers to a
learning process that applies the knowledge learnt in
the old domain to a new domain by using the similarity
between data, tasks or models[2-4] . Domain adapta-
tion, a sub-research field in transfer learning, is de-
fined as a scene that the source domain and the target
domain share the same features and categories but have

a different feature distribution. Target domain data are
calibrated by using the source domain data with rich
annotation information[5] . In order to solve the problem
where the public dataset of pedestrian attribute identifi-
cation is not easy to be directly applied to real life,
Cheng et al. [6] proposed a multi-source and multi-label
pedestrian attribute recognition method based on do-
main adaptive approaches, which can effectively solve
the problem of feature heterogeneity in multiple data-
sets, and the average prediction accuracy is also im-
proved. Noh et al. [7] proposed a domain adaptation
method based on cycle-consistent generative adversarial
networks(CycleGAN) to solve the problem of perform-
ance degradation of finger vein recognition model
trained in one dataset to predict additional datasets,
which can effectively improve the prediction accuracy
on data from the target domain.

Taking Douban film dataset as the source domain
and Internet movie database (IMDB) as the target do-
main, this paper studies how to use domain adaptive
algorithm to solve the unsupervised transfer learning
and to effectively predict the film ratings in the target
domain. In the feature engineering, based on original
features from the dataset, new features, such as levels
of actors and directors, and composite type influence
index are constructed. For reducing the influence of
singular film samples in model training, they are re-
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moved through the clustering algorithm. In order to
find the best prediction features from many candidates,
the film features are also selected. Because feature di-
mensions of film samples in the source domain and the
target domain are inconsistent, this paper applies the
dimensionality reduction algorithm to align the feature
dimensions of data from source domain and target do-
main, and uses stacking ensemble learning model as a
regression transfer component analysis (TCA) and cor-
relation alignment (CORAL) domain adaptive transfer
learning model in the study of film rating predictions in
the target domain.

1　 Feature engineering for film data

The source domain dataset used in this paper is
the film dataset provided by Douban, which is a Chi-
nese film review website, and the target domain dataset
is provided by IMDB, which is an American film review
website. These datasets contain director names, actor
names and other features of each film. At present, re-
searchers take these datasets as the object to carry out
studies on machine learning or data analysis in film in-
dustry.

1. 1 　 Features of composite type influence index
for constructing film samples

　 　 The selected original features of the dataset are
box office, budget, rating, the number of user re-
views, the number of film review experts, the number
of voters and the number of Facebook fans so that these
features are used to retrieve a weighted sum. The aver-
age value of the final sum is then used as the influence
index of the film type, as shown in Eq. (1).

λc =
∑ nc

i = 1∑
7

b = 1
γibaib

nc
(1)

where, λc is the influence index of film type c, nc is the
number of samples containing film type c in the film at-
tribute, aib is the selected feature of the film sample i,
and γib is the weight value corresponding to each fea-
ture.

Usually, a film often has a variety of film type
features, which can be summed according to the corre-
sponding influence index with respect to the film sub-
ject type processed by the one-hot coding above and to
construct the composite type influence index of each
film sample genres influn, as shown in Eq. (2).

genres influn = ∑
m

c = 1
λc (2)

where, genres influn is the composite type influence
index of the nth film sample, m is the number of film

types contained in each film, and λc is the influence
index of film type c.

1. 2　 Features of directors and actors level for con-
structing film samples

　 　 To construct the level features of directors and ac-
tors, the K-Means ++ algorithm is used in this paper.
Compared with the traditional K-Means clustering algo-
rithm, K-Means + + improves the selection of initial
points, so that the distance between the initial cluste-
ring centers can be as large as possible.

For the determination of K value, this paper uses
grid-search method combined with contour coefficients
and sum of squares for error (SSE) coefficients. The K
value in the process is four for directors and three for
actors. The directors and actors will have a new feature
K-Means label to mark the cluster corresponding after
clustering. It can be referred to the average value of
each feature contained in every cluster sample to find
out which cluster contains more features of directors or
actors, and then re-integrates the K-Means label fea-
tures. And, the larger the eigenvalue is, the better
each feature of the corresponding sample in the cluster
is. After these steps, each director and actor can get a
level feature and attach to original film dataset for con-
structing the director label, actor 1 label, actor
2 label and actor 3 label features for each film
sample.

1. 3　 Processing of singular film samples
Based on the existing sample data, in order to im-

prove the accuracy of the model prediction, some sin-
gular film samples can be removed. The preferred
method for removing singular samples is to cluster the
remaining film samples, judging from the Euclidean
distance between each film sample and the center of its
cluster. Decisions for removing them can be made ac-
cording to a set threshold.

The clustering algorithm used in this step is hier-
archical clustering with four being the number of clus-
ters. Since it is impossible to identify the center of
each cluster through hierarchical clustering, it is nec-
essary to calculate the clustering again. The mean val-
ues of every feature of the film samples contained in
each cluster are combined as the center of each clus-
ter. For each cluster, the Euclidean distance between
the sample contained in the cluster and the correspond-
ing cluster center should be obtained. The threshold for
removing a singular film sample is set to the average
Euclidean distance between the sample contained in
each cluster and its cluster center.
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1. 4　 Selecting film sample features
Since not all of film sample features are helpful to

the film ratings prediction, most of feature selection
methods rely on the tree model. As in the process of
constructing a single decision tree, the splitting of sub-
nodes is based on the information entropy, the condi-
tional entropy and the information gain[8] . Information
entropy is an indicator used to measure information un-
certainty, as shown in Eq. (3).

H(X) = - ∑
n

i = 1
P(X = i) log2P(X = i) (3)

where, H(X) is the information entropy, P(X = i) is
the probability of a random variable X when it is equal
to i.

Conditional entropy represents the uncertainty of
random variable X under the condition of given random
variable Y, as shown in Eq. (4).

H(X | Y) = -∑
n

i = 1
P(X = i | Y) log2P(X = i | Y)

(4)
Information gain represents the degree of informa-

tion uncertainty reduction under certain conditions,
and it can be calculated as

I(X,Y) = H(X) - H(X | Y) (5)
where, I(X,Y) denotes the information gain, H(X) is
the information entropy, and H(X | Y) is the condition-
al entropy.

When constructing a decision tree, features with
large information gain caused by feature splitting are
selected as the segmentation features. Therefore, im-
portant features are more likely to appear near the root
node, while unimportant features usually appear near
the leaf nodes or do not appear at all[9] . In this paper,
the extreme gradient boosting (XGBoost) model based
on multiple decision trees is utilized to filter features
according to the average information gain brought by
feature splitting. After removing the features having
lower importance ranking, 38 remaining features can
be kept for the subsequent model training and the film
rating prediction processes.

2 　 Film rating prediction model based on
domain adaptive transfer learning

　 　 After the feature engineering is completed, as the
film datasets in the source domain and the target do-
main come from different websites, the data samples
obey different marginal distributions, which leads to a
situation that the traditional machine learning model
cannot be used for training and predicting. In order to
address the problem, this paper instead uses the do-
main adaptive transfer learning model.

Currently, domain adaptive transfer learning algo-
rithms can be divided into three categories. From the
perspective of data distribution, if the probability dis-
tributions of data samples in the source domain and the
target domain are similar, it can be achieved by mini-
mizing the probability distribution distance. From the
perspective of feature selections, these features can be
selected if the source domain and the target domain da-
ta samples share some common features. From the per-
spective of feature transformation, if the data samples
of the source domain and the target domain share some
subspaces, the two domains can then be transformed
into the same subspace.

Based on these, this paper studies film rating pre-
diction in the target domain under data distribution and
feature transformation. The TCA algorithm based on
data distribution and the CORAL algorithm based on
feature transformation are used for modelling.

2. 1 　 The TCA film rating prediction model with
principal components analysis ( PCA ) di-
mension reduction

　 　 The TCA is a marginal distribution adaptive meth-
od based on maximum mean difference (MMD) dis-
tance to identify the difference of film sample data dis-
tribution in the source domain and target domain, and
its target solution can be defined as Eq. (6) [10] .

(XMXT + λI)A = XHXTAΦ (6)
where, X is the source domain and the target domain
film sample feature matrix, M is the MMD distance
matrix, I is the unit matrix, λ is the equilibrium pa-
rameter, H is the center matrix, Φ is the Lagrange pa-
rameter, A is the transformation matrix to be solved.

The MMD distance can be defined as Eq. (7).

MMD(Ps(x), Pt(x)) = 1
Ns
∑
Ns

i =1
ATxi -

1
Nt
∑
Nt

j =1
ATxj

2

H

(7)
where, Ps(x) and Pt(x) represent the marginal distribu-
tion of the source domain and target domain film samples,
Ns and Nt represent the number of film samples in the
source domain and target domain, and xi or xj represent
individual film samples in the source domain or target do-
main[11] .

Firstly, when solving the feature transformation ma-
trix A, the MMD distance matrix M and the center matrix
H can be obtained with respect to the source domain and
target domain film sample feature matrix X. Then the so-
lution can be made through selecting the linear kernel
function or Gaussian kernel function mapping. For feature
transformation matrix A, the first d features are generally
taken to obtain the data after dimension reduction in the
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source domain and target domain. Finally, the stacking
ensemble learning model is used to bring the film data of
the current source domain into the model for training, and
then the film sample ratings in the current target domain
can be predicted.

For the input feature matrix X of film samples in the
source domain and target domain, feature dimensions of
film samples from both domains need to be consistent,
otherwise the subsequent matrix operations cannot be per-
formed. Since the Douban film dataset used in this paper
is the source domain and the IMDB film dataset is the tar-
get domain, their feature dimensions are inconsistent, so
it is necessary to apply the dimensionality reduction algo-
rithm to align their feature dimensions. Feature dimen-
sions of samples from the Douban film dataset is relatively
large, and it has to be reduced to 38 to achieve consisten-
cy with IMDB. Since the adaptive transfer learning model
in the TCA field is a transfer learning model from the per-
spective of data distributions, and the PCA dimension re-
duction algorithm[12] can also be used to extract main fea-
ture components in the source domain film samples from
the perspective of data distributions and to retain the main
feature information in the original data, so that the attrib-
ute features after dimension reduction are independent of
each other. The combination can effectively solve the
problem of feature dimension inconsistency and film rating
prediction in the target domain.

2. 2　 The CORAL film rating prediction model with
locally linear embedding (LLE) dimension re-
duction

　 　 The CORAL is a subspace transformation method for
second-order feature alignment of the source domain and
target domain. Let Cs and Ct be the covariance matrices of
film samples in the source domain and target domain,
matrix A is a second-order feature transformation matrix,
which minimizes the feature distance between source do-
main and target domain, as shown in Eq. (8)[13] .

min
A

‖ATCsA - Ct‖2
F (8)

The domain adaptive transfer learning model in the
CORAL domain also involves the alignment of feature di-
mensions of the input film samples in the source domain
and target domain. Since the CORAL model mines spatial
geometric features of film samples in the source domain
and target domain from the perspective of feature transfor-
mations, and the LLE is also a nonlinear dimensionality
reduction algorithm that maintains the original spatial
manifold structure after the dimensionality reduction of
the film data from source domain[14] . Therefore, the
CORAL domain adaptive transfer learning model togeth-
er with the LLE dimensionality reduction algorithm can

achieve better feature dimension alignment and film
rating prediction.

3　 The domain adaptive film rating predic-
tion model based on stacking

　 　 The domain adaptive transfer learning model com-
bined with specific dimension reduction algorithms is
used to process the features of the film data samples
from source domain and target domain, and then the
stacking ensemble learning model is used for regres-
sion. The ensemble learning is to complete the learning
task by constructing and combining multiple learners,
and the predicted results are often better than an indi-
vidual learner. As shown in Fig. 1, the general struc-
ture of ensemble learning is to generate a group of indi-
vidual learners, and then combine them with a certain
combination strategy. These individual learners are u-
sually generated from the training dataset through exist-
ing learning algorithms[15] .

Fig. 1　 Schematic diagram of the ensemble learning

At present, there are three main ensemble learn-
ing strategies: the average method, the voting method,
and the learning method, and the learning method is
more representative of the stacking ensemble learning
method. The stacking ensemble learning model con-
structed in this paper has a two-layer structure. The
first layer combines K-nearest neighbor (KNN), deci-
sion tree, support vector machine (SVM), random for-
est, XGBoost, ridge regression, extra trees, AdaBoost
and gradient boosting decision tree (GBDT) models as
individual learners. Each learner performs a 5-fold
cross validation, and a new training dataset can be
generated. In order to alleviate the over-fitting phe-
nomenon, the second layer learner chooses linear re-
gression model, which will be trained according to the
new training dataset. In prediction, the linear regres-
sion model uses the average prediction results from
each individual learner to predict film ratings in the
target domain[16] .

4　 Experimental results and analyses

Since predicting film ratings is a typical regression
problem in machine learning, some evaluation metrics
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for regression algorithms can be used in model evalua-
tion, such as mean absolute error (MAE) and mean
squared error (MSE). They are shown in Eq. (9) and
Eq. (10).

MAE = 1
m∑

m

i = 1
( | yi - f(xi) | ) (9)

MSE = 1
m∑

m

i = 1
(yi - f(xi)) 2 (10)

where, m is the number of film samples, yi is the real
rating of the ith film sample, and f(xi) is the rating of
the ith film sample predicted by the model.

In this paper,Douban film dataset is selected as
the source domain data, while IMDB film dataset is se-
lected as the target domain data. Firstly, the data pre-
processing and the feature engineering of these film
datasets are carried out. Then the domain adaptive al-

gorithm is studied under the premise of the target do-
main data without sample labels. Due to the large at-
tribute feature dimension of Douban film data, the fea-
ture dimensions of film samples from source domain
and target domain are inconsistent. Therefore, dimen-
sion reduction is used to reduce the number of dimen-
sions to 38. When studying the domain adaptive TCA
model, the PCA dimension reduction algorithm is also
used to reduce the dimension of features for the film
samples from source domain, and then the linear ker-
nel function is used for mapping. Finally, in order to
improve the prediction accuracy of the model and re-
duce the prediction error, the stacking ensemble learn-
ing model is used for regression in this paper. The
MAE and MSE results from the TCA model prediction
are shown in Fig. 2 and Fig. 3.

Fig. 2　 The MAE of TCA model prediction results

Fig. 3　 The MSE of TCA model prediction results
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　 　 In the dimensionality reduction algorithm of the
TCA model, LLE and isometric mapping ( ISOMAP)
are selected as the comparison objectives of PCA. The
Gaussian kernel function is used in the comparison of
linear kernel function mapping. In terms of regression
selection, KNN and XGBoost are selected as the com-
parison objects of the stacking ensemble learning mod-
el. From Fig. 2 and Fig. 3, the TCA model with PCA,
linear kernel function and stacking ensemble learning
model for regression has the best prediction outcome,
with an MAE of 1. 14 and an MSE of 1. 95.

Compared with the other dimensionality reduction
algorithms, MAE and MSE of the model using PCA to
reduce the dimensionality of the source domain film da-
ta are better, from the perspective of the mapping
effect of the kernel function, the linear kernel function
mapping is generally better than that of the Gaussian
kernel function mapping. This is due to the fact that
the feature matrix composed of the source domain film
data after dimensionality reduction and the target do-
main film data tends to be linearly separable. From the
perspective of regressors, the TCA model based on
stacking ensemble learning predicts film ratings better
than TCA models with KNN and XGBoost. The TCA
model studied in this paper has an average relative de-
crease of MAE by about 9. 4% and MSE by about 17. 3%
compared with the comparative objects.

In summary, the combination of PCA to reduce
the dimension of source domain data can effectively
solve the problem of inconsistent feature dimensions
between the source domain and target domain. The
TCA model using linear kernel function mapping and
the stacking ensemble learning model for regression can
effectively solve the problem of film rating prediction in
the target domain, and it can achieve better prediction
results.

The CORAL model for domain adaptive transfer
learning from the perspective of feature transformations
does not involve the selection of kernel functions, so
this paper needs to combine the LLE dimensionality re-
duction algorithm to reduce the dimension of the source
domain film sample features and uses the stacking en-
semble learning model for regression to study the COR-
AL model. MAE and MSE of the film ratings from tar-
get domain are shown in Fig. 4.

When studying the CORAL model, PCA and ISO-
MAP are used for evaluating the LLE dimension reduc-
tion algorithm, KNN and XGBoost are selected for the
stacking ensemble learning model. It can be seen from
Fig. 4 that the CORAL model using LLE to reduce the
dimension of the source domain film data and using the
stacking ensemble learning model for regression has

achieved the best prediction outcome, with an MAE of
1. 14 and an MSE of 2. 05. It is also found that when
using KNN for regression, the prediction outcome for
film rating after dimension reduction of the source do-
main film samples through LLE is poor, which is due
to the insufficient fitting degree of KNN. The CORAL
model studied in this paper has an average relative de-
crease of MAE by about 13. 3% and MSE by about
13. 5% compared with the comparative objects. Over-
all, the CORAL model by using LLE to reduce the di-
mension of the film sample data in source domain and
using the stacking ensemble learning model for regres-
sion can also effectively predict the film ratings in tar-
get domain.

(a) The MAE of CORAL model prediction results

(b) The MSE of CORAL model prediction results
Fig. 4　 The MAE and MSE of CORAL model prediction results

5　 Conclusions

Focused on film rating predictions, this paper
constructs new features such as composite type influ-
ence index, director level and actor level by appropri-
ate data analysis methods and clustering algorithms on
the IMDB film dataset. In order to solve problems that
the feature dimensions of the source domain and the
target domain film data are inconsistent, and the target
domain film samples do not have film ratings, which
leads to the inability to train a traditional machine
learning model, this paper studies the TCA model with
the PCA dimensionality reduction, linear kernel for
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mapping and stacking ensemble learning model for re-
gression. The CORAL model with the LLE dimension-
ality reduction and stacking ensemble learning model
for regression is also studied in this paper. Results
show that when the domain adaptive transfer learning
model is used with specific dimension reduction algo-
rithms, there are certain advantages in solving the
problem of film rating prediction without sample labels
in the target domain and better prediction results can
be achieved.
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