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Abstract
A novel image auto-annotation method is presented based on probabilistic latent semantic analy-
sis (PLSA) model and multiple Markov random fields (MRF). A PLSA model with asymmetric mo-
dalities is first constructed to estimate the joint probability between images and semantic concepts,

then a subgraph is extracted served as the corresponding structure of Markov random fields and infer-

ence over it is performed by the iterative conditional modes so as to capture the final annotation for

the image. The novelty of our method mainly lies in two aspects: exploiting PLSA to estimate the

joint probability between images and semantic concepts as well as multiple MRF to further explore

the semantic context among keywords for accurate image annotation. To demonstrate the effectiveness

of this approach, an experiment on the CorelSk dataset is conducted and its results are compared fa-

vorably with the current state-of-the-art approaches.

Key words: automatic image annotation, probabilistic latent semantic analysis ( PLSA) , ex-

pectation maximization, Markov random fields ( MRF') , image retrieval

0 Introduction

With the prevalence of digital imaging devices
such as webcams, phone cameras and digital cameras,
the number of accessible images is growing at an expo-
nential speed. Thus how to make the best use of these
resources becomes an emerging problem. Although
content-based image retrieval ( CBIR) has been stud-
ied and explored in the last decade, its performance is
far from satisfactory due to the well known semantic
gap. In general, people prefer to query images by se-
mantic keywords rather than their low-level features.
Alternatively, since manual annotation is expensive
and difficult to be extended to large image dataset, au-
tomatic image annotation ( AIA) has emerged as a
striking and crucial problem in semantic based image
retrieval. The state-of-the-art research on automatic
image annotation has proceeded along two categories.
The first one poses image annotation as a supervised
classification problem''’ | which treats each semantic

concept as an independent class and constructs differ-

ent classifiers for different concepts. This approach
predicts the annotation of a new image by computing
similarity at the visual level and propagating the corre-
sponding keywords. The second category treats the
words and visual tokens in each image as equivalent
features in different modalities. Image annotation is
then formalized by modeling the joint distribution of
visual and textual features on the training data and pre-
dicting the missing textual features for a new image. As
a milestone work of this perspective, Duygulu, et
al. ') proposed a translation model (TM) to treat ATA
as a process of translation from a set of blob tokens to a
set of keywords. Jeon, et al.® put forward cross-
media relevance model (CMRM) to annotate image.
Subsequently, CMRM is improved through continuous-
space relevance model (CRM) by Manmatha, et al. -*
and multiple Bernoulli relevance model ( MBRM) by
Feng, et al. ). As a latent aspect model, PLSA has
been successfully applied in multimedia processing.
The method in Ref. [6] extends the PLSA by adding
spatial information based on the visual words. Monay,
et al. ') proposed the representative PLSA-WORDS ap-
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proach. More recently Li, et al. "*’ come up with a PL-
SA based automatic image annotation system using two
linked PLSA models to learn the mixture of aspects
from both visual and textual modalities.

It is important to note that the methods aforemen-
tioned seldom address the learning of semantic context
when more parameters mandatory for modeling the rela-
tionship are considered. Fortunately, Markov random
fields (MRF) can incorporate various prior contextual
information in a quantitative way, and it has been ex-
tensively used in computer vision applications. Qi, et
al. ") applied a MRF to video annotation. Escalante et
al. """ proposed a MRF model as part of their image
annotation framework , which additionally used word-to-
word correlation for the improvement of annotation sys-
tems. In addition, Hernandez-Gracidas and Sucar''"
combined several types of spatial relations under the
MRF framework to improve automatic image annota-
tion. More recent work' ' employed a MRF to model
the context relationships among semantic concepts with
keyword subgraphs generated from training samples for
each keyword. Besides, Llorente, et al. "' proposed a
direct image retrieval framework based on MRF which
exploited the semantic context dependencies of the im-
age.

In this paper, a novel annotating model is presen-
ted by fusing PLSA and Markov random fields ( PLSA-
MRF) for automatic image annotation, in which multi-
ple Markov random fields is adopted to boost the poten-
tial of the PLSA model by taking full advantage of the
semantic context among keywords. The potential func-
tions, defined by Xiang''?', are based on the PLSA
model for adaptive label prediction. And the model pa-
rameters are estimated by maximum pseudo-likelihood
with Gaussian prior for regularization so as to avoid the
evaluation of the partition function. In addition, the
PLSA-MRF model determines the number of semantic
labels for an image automatically and is robust to the
data imbalance problem by applying random sampling
technique. Finally, the method on the Corel5k dataset
is evaluated and the experimental results are competi-
tive with several state-of-the-art approaches. The rest
of the paper is organized as follows. Section 1 presents
how to apply PLSA to model annotated images. In Sec-
tion 2, MRF is first introduced, and then the potential
functions based on the PLSA model as well as the pa-
rameter estimation of MRF are elaborated respectively
specifically for the proposed PLSA-MRF image refining
annotation framework. Experimental results on the
Corel5k dataset are reported and analyzed in Section 3.
Finally, the paper is ended with some important con-
clusions and future work in Section 4.

1 PLSA model

PLSA is a statistical latent class model which in-
troduces a hidden variable (latent aspect) z, in the
generation process of each element x; in document d,.
Given this unobservable variable z,, each occurrence x;
is independent of the document it belongs to, which
corresponds to the following joint probability

P(d;, %) = P(d) > P(z1 d)P(x] z,)
(1)

The model parameters of PLSA are the two condi-
tional distributions: P(x; | z,) and P(z, | d;). P(x;
z,) characterizes each aspect and remains valid for
documents out of the training set. On the other hand,
P(z,1 d,) is only relative to the specific documents and
cannot carry any prior information to an unseen docu-
ment. An EM algorithm is used to estimate the parame-
ters through maximizing the log-likelihood of the ob-
served data.

L=73 ;}zl ziln(di, x;) logP(d;, x,)  (2)
where n(d;, x;) is the number of element x; in docu-
ment d,. The steps of the EM algorithm can be concise-
ly described as follows.

E-step. The conditional distribution P(z, | d,,
«;) is computed from the previous estimation of the pa-

rameters :
P(z, 1 d;)P(x;1 z,)
S PG d)P(x] z)
M-step. The parameters P(x;1 z,) and P(z,1 d,)
are updated with the new expected values P(z, | d.,

xj);

P(z, 1 d;,x;) =

i

(3)

N
Zizln(di’ xJ)P(Zkl di’ xj)

P<le Zk) = 7 <
> 2 ) PG Ly, )
(4)

M n(d,, x)P(z, 1 d,;,

Pl ) = il 5P >

S alds, %)
(5)
If one of the parameters (P (x| z,) or P(z,1 d;))
is known, the other one can be inferred by using fold-
in method, which updates the unknown parameters
with the known parameters kept fixed so that it can
maximize the likelihood with respect to the previously
trained parameters. Similar to Ref. [ 7], in this paper
the joint probability between an image and the semantic
concepts can be easily calculated from two linked PLSA
models sharing the same distribution over aspects.
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2 Multiple Markov random fields

Markov random field (MRF) " is a probabilistic
model which combines the prior knowledge given by
some observations and knowledge given by the interac-
tion with neighbors. MRF is appealing in automatic im-
age annotation for the main reason is that it can incor-
porate various prior contextual information or con-
straints in a quantitative way. A set of random varia-
bles ¥ = {f,, f,,-**, f,,| is said to be an MRF on sites
S = {1,2,---,m} with respect to a neighborhood sys-
tem N = {N, | i € S}, where N, is the set of sites
neighboring ¢, if and only if the following two conditions
are satisfied ;

P(f) >0, VfeF (6)
P(fil fsow) = PUfil /i), Yies (7)
where S — {i} is the set difference, f_; denotes the

set of labels at the sites in S - {i}, andfy, = {f;. | i’
e N,| stands for the set of labels at the sites neighbor-
ing i. According to the Hammersley-Clifford theorem,
the joint probability of MRF can be expressed as

P(f) =Z" xeV (8)
where Z = Z/_e_w) is a normalizing constant called

the partition function, and U(f) is called the energy
function. The optimal configuration can be found by
minimizing the energy function U(f) obtained by

U = S V) A3 V0D 9)
where V_(f) and V,(f) are potential functions. In de-
tail, V_(f) denotes the domain information given by the
neighbors and V, (f) stands for the information given by
the observations. A is a constant that weights the con-
tribution of each term. In this paper, we only consider
cliques of order up to two. Thus the energy function
can be described as

U = S VD Y S )
(10)

2.1 Potential functions based on the PLSA model

Keyword co-occurrence is used to define the cor-
relations between keywords. Each training image can
be considered as a “document” composed of the “asso-
ciated keywords” from the predefined vocabulary set V.
Given the keyword set S = {1,2,---,m} , wherei € S
corresponds to keyword w; in vocabulary V, then a
eraph G = (S, &) on keyword set S can be construc-
ted, where (i, j) e ¢ if and only if i and j are correla-
ted. Similar to the work of Ref. [12], MRF is con-
structed for each keyword in the set V so as to capture
different semantics among the keywords. Assume that S

denotes the sites ( keywords) of the single keyword
MRF, the random variable f, € { -1, + 1} indicates
the absence or presence of keyword w; for an image.
Then the site potential and edge potential functions can
be defined as

Vo) =fi(A + aP(d, w;)) (11)

V(i f) = B P(d, w,) (12)
where P(d, w,;) denotes the joint probability of image
feature d and keyword w; calculated by the PLSA model
described in Section 1, A;, «; and B are the parame-
ters to be estimated. Hence, the energy function can
be reformulated by substituting Eqs(11) and (12) in-
to Eq. (10).

uif) = ziesfi()\i +o,P(d, w;))
+ Zigszjew/giffiﬁp(d’ wf) (13)

2.2 Parameter estimation

After the joint distribution of MRF is defined, the
next crucial task is to estimate its parameters. Since a
probability model is incomplete if not all the parameters
involved are specified, even if the functional form of
the distribution is known. The widely used technique
for parameter estimation in Markov random field is
maximum likelihood. Here an approximation scheme is
adopted called pseudo-likelihood to avoid the evalua-
tion of the partition function, which is defined as

-U(fis In)
PL() = [TPUit A =11

ieS tel

e
e Villi- /)
fi

(14)
where
Ufis fv) = V(f) + ZjENiVo(fi,f,-) (15)
Eq. (15) is the energy introduced by site 7. Similarly,
substituting Eqs(11) and (12) into Eq. (15), we can
get:
U;(f:, fl\,) =fi(A; + . P(d, w;))
+ Zja“ﬁi].fiffP(d, w;)  (16)
Let 0, = (A,,a;,Byycy,) and x, = (1,P(d,
w;), f;P(d,w,) v,'esv,->Ta then Eq. (16) can be rewrit-
ten as
U,(f, f\,) :fieiTxi (17)
where 6, is the parameter associated with site ¢ and x;,
denotes the training data constructed for site i. Substi-

tuting Eq. (17) into Eq. (14), the pseudo-likelihood

can be further expressed as

~fiolx;
PL(f) = H _gTeX. oty (18)
ies e "t +e'!
Here parameters § = (6, ,6,,--,0/5 )" can be es-

timated by maximizing the pseudo-likelihood with regu-
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larization on the training images by using the Newton’ s
method. Meanwhile, iterative conditional modes for in-
ference in the constructed MRF until convergence are
employed and then the most probable labels of the sites

can be obtained so as to complete the image annotation
precisely. Up to this point, the procedure of PLSA-
MRF for accurate image auto-annotation is presented,
which is summarized in Algorithm 1.

Algorithm 1; Fusing PLSA and MRF for Automatic Image Annotation

Input. unlabeled image /, keyword vocabulary V, training set T', constructed keyword graph G

1
2 Output: labels of image [

3. Initialize: new training set T, = @ for site i, T,
4. for eachw € Vdo

5. Extract a subgraph G, from G for MRF,
6 for each site i of MRF, do

7 Sample T to get a balanced dataset 7",
8 for each d* e T, do

9 Extract labels /* andfjk , Vje N,

= @ for MRF,, K, =1 T, | denotes the size of T,, | S| = m

10. Calculate joint probability P(d", w,) and P(d", w;) using PLSA model
11. Calculate training data x' = (1,P(d",w,), f/}-rP(dk ;) v,fsw,.)vr for site i
12. end for

13. T, = 1, £ H

14. end for

15. T, =u’T

16. Estimate the parameters of MRF, based on T,

17. Perform inference of I on MRF | to get the corresponding labels

18. end for

The high performance of our algorithm mainly
roots in two aspects. First, the PLSA model is used to
estimate the joint probability with EM algorithm rather
than MBRM employed in Ref. [12], whose drawback
is that estimating the joint probability of an image and
its keywords requires an expectation over all training
images. And the complexity of the kernel density rep-
resentations may hinder applicability of MBRM to large
datasets. Furthermore, MBRM requires some important
parameters to be set manually, which have a significant
impact on its performance. Second, the normalized
cuts algorithm' ™' is adopted to segment images into a
number of meaningful regions instead of nonoverlapping
grid for extracting image regions. Although the latter
can reduce the computational complexity in comparison
to using overlapping blocks or region-based segmenta-
tion approaches, the overall performance of this kind
model can be quite sensitive to the block size and shifts
in the image. In addition, the random sampling tech-
nique is applied to deal with the data imbalance prob-
lem as well as the early stopping technique to tackle
the over-fitting problem of the PLSA model.

3 Experiments

In order to test the effectiveness and accuracy of

the proposed PLSA-MRF, an experiment is conducted
on the Corel5k dataset obtained from Duygulu et
al. *! | which consists of 5000 images from 50 Corel
Stock Photo CD. Each CD contains 100 images with a
certain theme (e. g. polar bears), of which 90 are
designated to be in the training set and 10 in the test
set, resulting in 4500 training images and a balanced
500-image testing collection. The normalized cuts algo-
rithm rather than nonoverlapping grid is utilized to seg-
ment 4500 images, which totally obtains 42379 seg-
mented regions. For each image, at most 10 largest re-
gions are selected with 36-dimensional visual features
(24-dim color features and 12-dim texture features )
extracted from each region. Followed by these features
are clustered by k-means algorithm and discretized into
clusters, which are considered as visual words. Thus,
the clustering process generates a visual-word vocabu-
lary describing different local patches in images. The
number of clusters determines the size of the vocabula-
ry. By mapping all the regions to visual words, we can
represent each image as a bag of visual words. Similar
to Ref. [ 7], the dimension for images is set to 1000

dimension in our experiment.

3.1 Automatic image annotation results
This paper applies MATLAB 7.0 to implement the
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proposed various PSO algorithms. The experiments are
carried out on a 1.80 GHz Intel Core Duo CPU person-
al computer ( PC) with 2.0G memory running Mi-
crosoft Windows XP professional. To show the effec-
tiveness of the model ( PLSA-MRF ) proposed in this
paper, a direct comparison with several previous ap-
(25.8.12] i made. Similar to Ref. [4], recall

and precision of each word in the test set are computed

proaches

and the mean of these values is used to summarize its
performance. The experimental results listed in Table 1
are based on two sets of words: the subset of 49 best
words and the complete set of all 260 words that occur

in the training set. From Table 1, it is easy to see that
PLSA- MRF outperforms all the others, especially the
first three approaches. Meanwhile, it is also superior to
PLSA-FUSION, MBRM and MRFA''?'. In addition,
Table 2 shows some annotating results (only four cases
are listed here due to the limited space, and the re-
ranked and new words compared to those of MRFA and
the ground truth annotation are underlined and italics
respectively) generated by MRFA and PLSA- MRF re-
spectively, which further demonstrate the effectiveness

of PLSA-MRF proposed in this paper.

Table 1 Performance comparison of AIA on Corel5k dataset
Models Translation  CMRM ~ CRM  PLSA-FUSION MBRM MRFA PLSA-MRF
#words with recall >0 49 66 107 108 109 124 128
Results on 49 best words
Mean per-word recall 0.34 0.48 0.70 0.76 0.68 0.67 0.78
Mean per-word Precision 0.20 0.40 0.59 0.58 0.64 0.76 0.76
Results on all 260 words
Mean per-word recall 0.04 0.09 0.19 0.22 0.20 0.23 0.26
Mean per-word Precision 0.06 0.10 0.16 0.16 0.19 0.27 0.29

Table 2 Annotation comparison with MRFA and PLSA-MRF

Ground Truth Leaves, flowers, petals,

(re-ranked and new words are underlined and italics respectively)

cars, tracks, turn,

=

trees, people, tables,

Annotation stems prototype restaurant light, shops

eople, flowers,
MRFA Leaves, flowers, petals,  grass, cars, tracks, peop .
: restaurant, shops, light, shops

Annotation stems prototype :
street, festival

PLSA-MRF flowers, Leaves, cars, tracks, grass, people, trees, . o

Annotation petals, stems prototype tables, festival light, shops, buildings

3.2 Ranked image retrieval results

In this section, mean average precision (mAP) is
employed as a metric to evaluate the performance of
single word retrieval. We only compare our model with
CMRM, CRM, MBRM and PLSA-FUSION because
mAP of the MRFA model cannot be accessed directly
from the literature. As illustrated in Table 3, our model
can obtain significant improvements of 88% , 33% ,
7% and 23% mean average precision on all 260 words
over CMRM, CRM, MBRM and PLSA-FUSION re-
spectively. Correspondingly, the gains of 80% , 33% ,
3% and 20% mean average precision on the set of
words that have positive recalls can be achieved. In

sum, the PLSA-MRF model proposed in this paper is
apparently superior to other models except for MBRM
with a comparatively marginal improvement.

Table 3 Ranked image retrieval results based on one word queries

Mean Average Precision for Corel Dataset

Models All 260 words ~ Words with recall >0
CMRM 0.17 0.20
CRM 0.24 0.27
MBRM 0.30 0.35
PLSA-FUSION 0.26 0.30
PLSA-MRF 0.32 0.36
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To further illustrate the effect of PLSA-MRF pro-
posed in this paper, Fig. 1 presents the retrieval results
obtained with single word queries on several challenging
visual concepts being queries. FEach row displays the
top five matches to the semantic query “coast”, “ti-
ger” , “mountain” and “flower” from top to bottom re-
spectively. The diversity of visual appearance of the re-
turned images bears out that our model also has good
generalization ability.

Fig.1 Semantic retrieval results on CorelSk dataset

Finally, the complexity of PLSA-MRF proposed in
this paper is analyzed. Assuming that there are D train-
ing images and each image produces R visual feature
vectors, then the complexity of our model is O(DR) ,
which is similar to the classic CRM and MBRM men-
tioned in Ref. [1].

4 Conclusions

In this paper, a novel annotating model based on
probabilistic latent semantic analysis and multiple
Markov random fields is presented for precise image au-
to-annotation. The experimental results on the CorelSk
dataset show that the model outperforms several state-
of-the-art approaches. In the future, we intend to intro-
duce semi-supervised learning into our approach for uti-
lizing the labeled and unlabeled data simultaneously,
which can alleviate the harsh requirements of a large
number of labeled training images during the image an-
notating model construction. Meanwhile, different im-
age datasets can be employed to detect the PLSA-MRF
model proposed in this paper comprehensively.
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