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Abstract

Utilizing graph neural networks for knowledge embedding to accomplish the task of knowledge
graph completion (KGC) has become an important research area in knowledge graph completion.
However, the number of nodes in the knowledge graph increases exponentially with the depth of the
tree, whereas the distances of nodes in Euclidean space are second-order polynomial distances,
whereby knowledge embedding using graph neural networks in Euclidean space will not represent the
distances between nodes well. This paper introduces a novel approach called hyperbolic hierarchical
graph attention network (H2GAT) to rectify this limitation. Firstly, the paper conducts knowledge
representation in the hyperbolic space, effectively mitigating the issue of exponential growth of nodes
with tree depth and consequent information loss. Secondly, it introduces a hierarchical graph atten-
tion mechanism specifically designed for the hyperbolic space, allowing for enhanced capture of the
network structure inherent in the knowledge graph. Finally, the efficacy of the proposed H2GAT
model is evaluated on benchmark datasets, namely WN18RR and FB15K-237, thereby validating its
effectiveness. The H2GAT model achieved 0.445, 0.515, and 0.586 in the Hits@ 1, Hits@ 3 and
Hits@ 10 metrics respectively on the WNI8RR dataset and 0.243, 0.367 and 0. 518 on the FB15K-
237 dataset. By incorporating hyperbolic space embedding and hierarchical graph attention, the
H2GAT model successfully addresses the limitations of existing hyperbolic knowledge embedding

models, exhibiting its competence in knowledge graph completion tasks.

Key words: hyperbolic space, link prediction, knowledge graph embedding, knowledge graph

completion (KGC)

0 Introduction

Knowledge graphs are semantic networks that re-
veal the relations between entities. Many large scale
knowledge graphs have been constructed, such as
Freebase'' , DBpediam and YAGO3") | which have
been widely used in many downstream tasks such as
recommendation systems'*' | information retrieval "’
and question answering (QA)"®'.

However, most knowledge graphs face the chal-
lenge of incompleteness, such as missing entities in tri-
ples and the existence of incorrect triples. Several re-
lated approaches have been proposed to address these
issues in knowledge graph completion, which include
translation-based models ( TransE'7?, TransD' ), se-

t[‘)] [10] )

mantic-based models ( Dismult”’, Complex , and

convolutional neural networks ( CNN)-based models

(ConvE'") | JointE'")).

the connectivity structure information inherent in

In recent years, to leverage

knowledge graphs, some researchers'*'*' have intro-
duced graph neural networks into the task of knowledge
graph completion to capture the connectivity structure
information. KBGAT'"' combines graph neural net-
works with attention mechanisms to assign different
weights to different relations. Subsequent work such as
DisenceGAT ™! and EIGAT'”’ aim to improve upon
KBGAT by focusing on local neighborhood information.
However, most existing graph neural networks ( GNN) -
based methods for knowledge graph completion (KGC)
exhibit the following two limitations. Firstly, since the
number of nodes in a tree structure grows exponentially
with depth, representing complex knowledge graph
structures in traditional Euclidean space using polyno-
mial distance measures may result in significant infor-

mation loss. Secondly, many previous studies frequent-
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ly emphasize capturing local neighborhood relations
while disregarding the explicit consideration of the hier-
archical organization within the graph. Consequently,
they may fail to effectively capture high level depend-
encies and structural patterns present in the graph da-
ta.

To address the above two problems, this paper
proposes a new hierarchical attention model based on
non-Euclidean distance. Specifically, for the first
problem, some work has been proposed to embed
knowledge graphs in hyperbolic space, such as HS-
KGCN'"' | which constructed a graph convolution
model in hyperbolic space, but they did not consider
the hierarchical structure in knowledge graphs. In-
spired by the exponential growth of distance in hyper-
bolic space, this paper constructs a graph attention
model in imitation of the hyperbolic distance function,
and specifically, the model calculates the attention
scores based on the different entities corresponding to
the relations to obtain the vector representation of the
relations, and calculates the attention scores for the
different relations to obtain the vector representation of
the central nodes.

In summary, the main contributions of this paper
are summarized as follows.

(1) Different from most existing KGC models, the
hyperbolic distance called geodesic in hyperbolic space
is used instead of the original Euclidean distance to
solve the distortion problem caused by embedding
knowledge graphs in Euclidean space.

(2) This paper proposes a hierarchical multi-rela-
tion graph attention network design that incorporates an
attention mechanism to effectively aggregate relations
and entities. This approach allows for the fusion of adja-
cent features, thereby enhancing interpretability.

(3) For the link prediction task, H2GAT is test-
ed on two datasets, WNI8RR and FBI15K-237, and
the results show that H2GAT outperforms the previous
link prediction model in all metrics.

1 Related work

In recent years, many work has used knowledge
embedding methods to study link prediction tasks,
which can be classified into Euclidean space, Complex
space and Hyperbolic space depending on the embed-
ding space.

1.1 Euclidean space

Most of the previous approaches for tasks of link
prediction using knowledge embedding methods have
predominantly focused on Euclidean space and can be

categorized based on the methods that they employed
namely distance-based, tensor-decomposition-based,

CNN-based, and GNN-based methods.
1.1.1

TransE'"" is widely regarded as the most classical

Translation-based models

translational model in the field. TransE embeds entities
and relations so that they can follow A + r = ¢, where
(h,r,t) forms a triple in knowledge graphs, h repre-
sents the embedding of head entities, r represents the
embedding of relations, and ¢ represents the embedding
of tail entities. However, there are limitations in
TransE  when dealing with reflexive/one-to-many/
many-to-one/many-to-many relations. As a result, sev-
eral of its extensions have been proposed to deal with
the problem. TransH'"' projects the entity embeddings
into a hyperplane by the norm vector of the hyperplane
to overcome the shortcomings of the Transk, while
maintaining the same computational complexity. On the
other hand, TransR'™’ takes a different approach by
mapping entities into a specific relation space, which
allows different entities to have different vector repre-
sentations in different relation spaces.
1.1.2 Tensor-decomposition-based models

Rescal ® is the most classical matrix decomposi-
tion model, which encodes entities as vectors and rela-
tions as a three dimensional matrix, and uses a bilinear
function to score the triple. To address the problem of
large computational effort of the Rescal model, Dis-
mult"”! improves on Rescal by replacing the original re-
lation matrix with a diagonal matrix, thus greatly re-
ducing the training parameters.
1.1.3 CNN-based models

ConvE'"" is the first model to apply CNN models
in link prediction tasks. ConvE uses 2D convolution
layers over entity embeddings and relation embeddings
and multiple layers of nonlinear features to predict
missing relations or entities in knowledge graphs. Dif-
ferent from ConvE, ConvKB'**' uses a 3-column matrix
to represent each triple (head entity,relation, tail enti-
ty) which is then passed through a convolutional layer
where multiple filters operate on it to generate various
feature maps. These feature maps are subsequently
concatenated to form a single feature vector which is
used to compute the scores of triples.
1.1.4 GNN-based models

Relational graph convolutional networks (RGCN) (=1
vectorized relational graph convolutional networks
(VRGCN) ' | and structure -aware convolutional net-
work (SACN) '™ are early models that introduce graph
convolutional networks ( GCN) into link prediction
tasks to learn representations of entities and relations in

knowledge graphs. KBGAT is the first model to utilize
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graph attention mechanisms to learn representations of
entities and relations in knowledge graphs. EIGAT'”
further enhances KBGAT by incorporating a global at-
tention mechanism to learn entity embedding. Disence-
GAT'™ | on the other hand, recognizes that existing
knowledge graph embedding methods are insufficient in
accurately capturing complex relations. To address this
problem, they design macroscopic and microscopic res-
olution mechanisms and introduce them into the graph
attention network to learn adaptive representations of
entities. Building upon existing GAT research, H2GAT
employs a hierarchical graph attention network struc-
ture in the hyperbolic space to obtain more fine-grained
entity embedding representations.

1.2 Complex space

In recent years, knowledge embedding models
based on complex space have also achieved promising
results in link prediction tasks. Complex" ' is the first
model to introduce complex-valued vectors and utilize
the Hermitian dot product to calculate triple scores.
RotatE!>! maps entities and relations to complex space
and defines relations as rotations between the head and
tail entities. ComplexGCN'™' extends the standard
GCN to the complex space by establishing a complex
graph convolutional model.

1.3 Hyperbolic space

Although the performance of existing knowledge
embedding models for tasks of link prediction has sig-
nificantly improved, they are limited by the spaces in
which they are embedded, making it difficult to cap-
ture deep-level information in knowledge graphs. Addi-
ionally, as the depth increases, the number of nodes
grows exponentially while the distance in Euclidean
space only grows linearly, resulting in distortions in ex-
isting entity and relation representations. In response to
this, hyperbolic networks have emerged. Models such
as Murp'?’ and HyperKG'*' capture the hierarchical
structure and deep-level information of heterogeneous
graphs in hyperbolic space. HSKGCN'"™ proposes a
hyperbolic graph neural network embedding method,
initializing relation and entity embeddings in hyperbolic
space. Information aggregation is performed in the tan-
gent space of hyperbolic space to capture the local
neighborhood information and structural features of re-
lations and entities in knowledge graphs.

2 Hyper graph attention network

This section will introduce hyperbolic hierarchical
graph attention network. Firstly, this section will dis-

cuss the mathematical knowledge required for graph
embedding in the hyperbolic space. Then, this section
will present the hyperbolic hierarchical graph attention
network. Finally, this section will describe the decoder
model that calculates triple scores in the task of link
prediction.

2.1 Hyperbolic space

Hyperbolic space is a space with a constant nega-
tive curvature, where the curvature is negative at any
point in the space. Common models of hyperbolic
space include the Lorentz model, the Klein model, the
Hemisphere model, the Poincare ball model, and the
Poincare half-space model ®’. In this paper, encoder
adopts the Poincare ball model, which is the most
widely used hyperbolic space model.

The definition of addition in hyperbolic space is
given as
x @y =

(1 +2c(x p+c |y + (1 —c|x]P)y ()

L +2c(u,y)+ & x| Iy ?

where, @, is called Mobius addition, and whenc¢ =0 ,

x @y = x + yis the addition in Euclidean space.

The definition of distance in hyperbolic space is
termed as geodesic which differs from the distance de-
fined in the Euclidean space and is determined by the
following equation.

d, Go,y)= (27 anh™ (e Z x @) (2)

where, x and y are two points on the hyperbolic space
and d, (x,y) is the distance in the hyperbolic space be-
tween them.

The exponential map function exp; primarily maps
vectors from Euclidean space to the hyperbolic space
where ¢ is the curvature in hyperbolic space. On the
other hand, the logarithmic map function log, maps
vectors from the hyperbolic space back to the Euclide-
an space. These map functions are essential for conver-
ting between representations in the Hyperbolic space
and the Euclidean space and are given by

logy (y) = tanh™ (/e y|) (3)

y
de |y

expy (p) = tanh( )71} (4)
0y \/EHUH ﬁ“l)“

2.2 Encoder

Fig. 1 shows the framework of the H2GAT model.
H2GAT follows an encoder-decoder framework. First,
the embeddings of entities and relations are initialized
randomly on the hyperbolic space. Then the embed-
dings on the hyperbolic space are projected to the Eu-
clidean space and are updated by the message-passing
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mechanisms in different layers. In the message-passing
mechanisms, the entity-level attention and relation-lev-
el attention coefficients are combined to assign different
weights to tail entities which are aggregated to update
Next,
from different layers are aggregated and projected back

the embeddings of head entities. embeddings

to Euclidean space. Finally, the encoder uses the re-
sidual connections on the hyperbolic space and outputs
the entity embeddings to the decoder. The decoder is a
knowledge graph completion model and this paper uses

Murp as the decoder.
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Fig.1 The framework of H2GAT mode

Let e and r! denote the embedding representations
of the ith entity and ith relation, respectively, in the [/th
layer of the attention network, and let E' and R! repre-
sent the embedding representations of the entity and re-
First,
randomly initialized hyperbolic space vector into Eu-

lation in the Poincare space. project the input

clidean space as

= logy (E) = tanh™ ([HEOH)

0

ﬂ\E"\\

For the [th layer of the hyperbolic hierarchical

graph attention network, there are two inputs: Ei and

!
R, .
where the entity-level attention believes that different

First compute entity-level attention aggregation,

tail entities should be assigned different attention
weights even under the same relation. The tail entities
within the same relation can be considered as a group,
and the entity-level attention weights «, , are calculated

as

(6)
))

)

ok

exp (LeakyReLU (q, - ¢! |

(7)
2 exp(LeakyReLU(q, - '

ke NE
where, W, and a, denote the linear transformation ma-
trices, r and e, denote the embedding vectors of the re-
lation and the tail entity, respectively, and the atten-
tion coefficient «, , denotes the weight that relation r as-

signed to the tail entity e, .

In the relation-level attention, different first-order
relations are assigned different attention weights for the
head entity A . The calculation of relation-level atten-
tion can be expressed by the following equation;
=W, [eh Hrz]

exp( LeakyReLU(a,h eiw) )
Y exp(LeakyReLU(a,h ei,rk) )

keNy,

ei (8)

5T

(9)

where, W, and a, denote the linear transformation ma-
trices, e, and r; denote the embedding vectors of the
head entity and the relation, respectively, and the at-

tention coefficient @, , denotes the weight that the head

entity e, assigned to the relationr, .

After obtaining the entity-level and relation-level
attention coefficients, the message-passing can be per-
formed in the graph network. The [ + 1 layer embed-
dings of head entities are updated by aggregating the
embeddings of the tail entities, which can be given as

= Z Z ah,rih ar[,tkh efk <1O>

re f\’h;k e Ny
As used in KBGAT,

bility of the model training and to capture more struc-

I+1
€

in order to enhance the sta-

tural features at different levels, this paper uses multi-
head attention mechanism and average the final entity

embeddings from multiple heads, which is given as



HIGH TECHNOLOGY LETTERSIVol. 30 No. 31Sep. 2024

275

Pl

e = f,; e, (11)
where, e, means the entity embeddings of the kth head
in the lth layer. Also, in order to minimize the infor-
mation loss that occurs during graph message-passing,
this paper also uses residual connections :

e =¢ +¢ (12)
where, ¢ means the output entity embeddings of the
last layer and ¢’ means the initial input entity embed-
dings to the model. After the encoding of entities and
relations in Euclidean space is completed, they are
then projected back to the hyperbolic space, thus com-
pleting the embedding representation of entities and re-
lations in hyperbolic space.

‘
¢

deef]

The training objective for the encoder is primarily

E; = exp(el) = tanh( e el (13)

inspired by TransE'”'. In TransE, the main principle
is to satisfy h + r = ¢ , where h and ¢ represent the em-
beddings of head and tail entity, respectively, and r
represents the embeddings of relations. By following
this idea, the objective is to minimize the distance in
hyperbolic space by learning the embeddings of entities
and relations, which is given by
dy = d,(h@r,1) (14)
where, @ is the Mobius addition and d, is the distance
in hyperbolic space.
Similar to KBGAT'") | this paper trains the en-

coder using the hinge loss function;

Ly =Y Y maxid, -d, +v,00 (15)

teTt' el
where, 7y is the margin hyperparameter, T is the set of

valid triples, and T’ is the set of invalid triples.

2.3 Decoder

This paper uses the embedding of entities and re-
lationships obtained by the encoder in hyperbolic space
to initialize the embedding of entities and relationships
in the decoder to achieve better performance in the
knowledge graph completion task. H2GAT uses Murp
as decoder, which is a variation of the bilinear model

in hyperbolic space. Unlike the direct use of inner

product in Fuclidean space to calculate the similarity
between the head entity and the tail entity, Murp uses
a relation matrix to transform the head entity, and the
embeddings of tail entities is Mobius summed with the
embeddings of relations obtained from H2GAT. Final-
ly, the hyperbolic space distance is calculated to obtain

the final score, and the score function is given as

gDMuRP(h9 r7 t) == dB(Eh’Er)z + b},, + b;

= — dy(expy (R logy(E,) ), (16)
E ®,r)" +b, +b,

where, E, and E, are embeddings of the head entity h
and the tail entity ¢ in hyperbolic space, r, is the trans-
lation vector of relation r in hyperbolic space and R is
the diagonal relation matrix to transform the embed-
dings of the head entity in tangent space. The loss
function of decoder is the soft-margin loss which is giv-
en by
£ (y’gp) =

1 N
-y > (ylog(p )+ (1 = y)log(1 - ¢))

i1

(17)
where , @, is the score of the ith triple, y, is the label of
the ith triple that indicates whether the triple is positive

or negative and N is the number of training samples.
3 Experiments

Link prediction primarily predicts the missing
head or tail entity given an incomplete triple. In this
section, this paper evaluates the performance of

H2GAT on the task of link prediction.

3.1 Dataset

To verify the effectiveness of H2GAT model in
link prediction tasks, this paper performs experiments
on two datasets, FB15k-237"" and WNI8RR"'.
FB15k-237 and Winl18RR are two widely used datasets
in link prediction tasks and contain a large number of
one-to-one, one-to-many, many-to-one, and many-to-
many relations. Statistics on the number of entities and

relations in the two datasets are shown in Table 1.

Table 1  Statistics of WNISRR and FB15K237
Dataset Triples Relation Unique entity Train triples Valid triples Test triples
WINISRR 173 670 11 40 559 86 835 3034 3134
FB15K237 542 330 200 14 505 272 115 17 535 20 466
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3.2 Baselines

To verify the validity of H2GAT, H2GAT is com-
pared with some classical models, such as TransE!”’
based on translation model, Dismult"®’ based on tensor
decomposition, ConvE!'" based on CNN, ATTH"*
and MuRP"™’ based on embeddings in hyperbolic
space, and some state-of-the-art GNN based models,
such as SACN'") CompGCN[M], KMAE™  HS-
KGCN'"™ | and ComplexGCN'*/ .

3.3 Experiment set

This paper employs the Riemannian Adam optimi-
zer to train the encoder and decoder in hyperbolic
space on a Nvidia RTX 3090Ti. The settimgs of experi-
mental parameters are shown in Table 2.

Table 2 The settings of experimental parameters

Parameters WNISRR
Number of heads in attention mechanism 4
Learning rate of encoder 0.000 5
Learning rate of decoder 50
The embedding size of entities and relations 64
The output embedding size of encoder 64
The ratio of positive to negative samples 0.1

For the encoder, the embedding size of entities
and relations is set as 64 and the number of heads in

the multi-head attention mechanism is set to 4. The
learning rate is set as 0. 000 5. For the decoder, the
embedding size of entities and relations is also set as
64. The learning rate is set as 50. For both the en-
coder and decoder, 12 regularization with A = 0. 000 5
is applied, and all training parameters are initialized
randomly. To address the issue of subpar performance
in predicting head entities in link prediction, this pa-
per augments the original dataset by creating reverse
triplets for each triplet. The ratio of positive to negative
samples is chosen as 1/10.

During the testing phase, this paper performed
entity replacements for the tail entities in the testing
triples using all possible entities. This paper computed
the scores for all replaced triples and subsequently
ranked these candidate entities based on these scores.
This paper evaluated H2GAT model using the following
metrics: (1) MRR (mean reciprocal rank, the average
reciprocal rank of all correct triples); (2) Hits@n
(the proportion of correct triplets that are ranked within
the top n positions).

3.4 Results and analysis
3.4.1 Analysis of model performance on link pre-
diction

Table 3 and Table 4 present the experimental re-
sults of the proposed H2GAT model compared with oth-
er classical models in the link prediction task. By ana-
lyzing the above experimental results, the following

conclusions can be drawn.

Table 3  Link prediction on WN18RR

WNISRR

Model MRR Hits@ 1 Hits@3 Hits@ 10
TransE"”’ 0.226 - - 0.501
DisMuli"’ 0.430 0.390 0. 440 0.490
ConvE!" 0.430 0. 400 0.440 0.520
SACN!™ 0.540 0.430 0. 480 0. 540
MURP™ 0.477 0.438 0.489 0.555
ATTH™ 0. 466 0.438 0.489 0.555
CompGCN'* 0.479 0.443 0.494 0.546
KMAE! 0.537 0.415 0.465 0.524
HSKGCN' 0.478 0.435 0.496 0.557
ComplexGCN"*! 0.455 0.423 0.468 0.516
H2GAT 0. 487 0.445 0.515 0.586

Firstly, comparing the H2GAT with the decoder
only model MURP, H2GAT shows improvements over

Murp of 0. 004, 0. 027, and 0. 031 in the Hits@ 1,
Hits@ 3, and Hits@ 10 metrics on the WN18RR data-
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set. Similarly, on the FB15K237 dataset, H2GAT
shows improvements of 0. 016, 0. 021, and 0. 025 in
the Hits@ 1, Hits@ 3, and Hits@ 10 metrics, respec-
tively. This result demonstrates the effectiveness of the
encoder and the information learned by H2GAT in the
hyperbolic space is valuable.

Secondly, compared with the HSKGCN which also
utilizes MURP as the decoder for knowledge embed-
dings in the hyperbolic space, H2GAT outperforms
HSKGCN on all datasets. Specifically, H2GAT shows
improvements of 0.010, 0.019, and 0. 029 in the Hits

@1, Hits@3, and Hits@ 10 metrics on the WN18RR
dataset and shows improvements of 0. 003, 0. 008, and
0.014 in the Hits@ 1, Hits@ 3, and Hits@ 10 metrics
on the FB15K-237 dataset. This result indicates the
superiority of the encoder of H2ZGAT and can be attrib-
uted to H2GAT’ s ability to capture hierarchical infor-
mation of nodes and effectively utilize local neighbor-
hood information of central nodes for embeddings. As a
result, H2GAT provides more effective entity embed-
dings for the decoder model, contributing to its superi-
or performance on the link prediction task.

Table 4  Link prediction on FB15K-237

FB15K-237
Model MRR Hits@ 1 Hits@3 Hits@ 10
TransE'” 0.294 - - 0.465
DisMult"" 0.241 0.155 0.263 0.419
ConvE!" 0.325 0.237 0.356 0.501
SACN!™ 0.360 0.260 0.390 0. 540
MURP™"] 0.324 0.227 0.346 0.506
ATTH™ 0.324 0.236 0.354 0.501
CompGCN'* 0.355 0.264 0.390 0.535
KMAE™ - 0.240 0.358 0.502
HSKGCN' 0.327 0.240 0.359 0.504
ComplexGCN"*! 0.338 0.245 0.371 0.524
H2GAT 0.331 0.243 0.367 0.518
Thirdly, as a graph attention model that is embed- too large.
ded in the hyperbolic space, H2GAT is capable of cap-
e 07| B 00
knowledge embedding models such as TransE and pssoft ::0

ConvE. In comparison to other graph neural network
models such as SACN, RGCN, and CompGCN,
H2GAT benefits from embedding in the hyperbolic
space, which avoids the information loss caused by the
exponential growth of nodes with tree depth in Euclide-
an space. Consequently, H2GAT outperforms tradi-
tional graph neural network models as well.
3.4.2 Effect of super parameters of the model

This paper discusses the effect of learning rate of
the H2GAT. With an embedding dimension of 64, this
paper testes the effect of different learning rates
(0.000 1, 0.000 5 and 0.001 0) on the model effec-
tiveness, and the results are shown in Fig. 2. It can be
seen that the model works best at a learning rate of
0.000 5, which indicates that the optimal solution can-
not be obtained when the learning rate is too small or
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Fig.2 The influence of the learning rate

3.4.3 The convergence study of H2GAT

This paper discusses the convergence of H2GAT.
Fig. 3 illustrates the changes in the loss of MURP and
H2GAT over epochs. The trend of loss with epoch
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clearly demonstrates that, when trained for an equal
number of epochs, H2GAT consistently achieves a low-
er loss compared with MURP. This finding highlights
the accelerated convergence process of the MURP mod-
el by leveraging the encoder of H2GAT to encode enti-
ties. Hence, this observation provides additional em-
pirical evidence to support the effectiveness of

H2GAT.

—= HRGAT
0.07+ —e— MURP
0.06 1
0.05

g 0.04+
0.03 1
0.021
0.01 1
0 50 100 150 200
Epoch
Fig. 3  The convergence study of MURP and H2GAT in

WNI18RR

4 Conclusions

This paper introduces the H2GAT model, a novel
hierarchical graph attention network for embeddings of
entities and relations in hyperbolic space. The model
accomplishes hierarchical attention aggregation at the
relation level and entity level in the tangent space of
the Poincare disk model and projects it back to the hy-
perbolic space to train the embeddings of entities and
relations using hyperbolic distance. Experimental re-
sults show that H2ZGAT has achieved state-of-the-art re-
sults on WNI8RR and FBI5SK-237 in all metrics.
Compared with the HSKGCN which also utilizes MURP
as the decoder for knowledge embeddings in the hyper-
bolic space, H2GAT achieved better results which
means the encoder of H2GAR can capture more local
neighborhood information and hierarchical structural
features of relations and entities in knowledge graphs.
For future work, it can be planed to embed H2GAT in
different hyperbolic model space and to combine the
features captured in different space.
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