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Abstract
In order to improve the models capability in expressing features during few-shot learning, a

multi-scale features prototypical network (MS-PN) algorithm is proposed. The metric learning algo-
rithm is employed to extract image features and project them into a feature space, thus evaluating the
similarity between samples based on their relative distances within the metric space. To sufficiently
extract feature information from limited sample data and mitigate the impact of constrained data vol-
ume, a multi-scale feature extraction network is presented to capture data features at various scales
during the process of image feature extraction. Additionally, the position of the prototype is fine-
tuned by assigning weights to data points to mitigate the influence of outliers on the experiment. The
loss function integrates contrastive loss and label-smoothing to bring similar data points closer and
separate dissimilar data points within the metric space. Experimental evaluations are conducted on
small-sample datasets mini-ImageNet and CUB200-2011. The method in this paper can achieve
higher classification accuracy. Specifically, in the 5-way 1-shot experiment, classification accuracy
reaches 50. 13% and 66. 79% respectively on these two datasets. Moreover, in the 5-way 5-shot ex-
periment, accuracy of 66. 79% and 85. 91% are observed, respectively.

Key words: few-shot learning, multi-scale feature, prototypical network, channel attention,
label-smoothing

0　 Introduction

In recent years, significant progress has been
achieved in the field of image recognition due to the
ongoing evolution of deep learning theories and meth-
odologies[1-5] . The effectiveness of image recognition
has been notably boosted by the distinctive convolution-
al layers, pooling structures, and algorithms of convo-
lutional neural networks, which enable the establish-
ment of connections between pixels and the extraction
of high-dimensional feature information from images.
The growing demand for enhanced accuracy in image
recognition has correspondingly led to increased neural
network model depth. Consequently, the requirement
for annotated data to train such deep neural networks
has surged. However, the process of acquiring and an-
notating extensive data demand Substantial human and
material resources, while ensuring the precision of
manual identification remains a challenge. Moreover,

in certain domains, machine learning recognition accu-
racy has surpassed human-annotated accuracy. Even
with considerable human effort dedicated to image an-
notation, ensuring the quality of deep learning remains
a challenging task. In response to this scenario, few-
shot learning[6-7] has emerged as a viable solution. It
refers to the capability to classify previously unseen da-
ta with minimal samples, relying on past experiences.
Traditional deep learning often exhibits subpar perform-
ance in such scenarios. In the face of limited or unseen
data types, few-shot learning has the capability to tran-
scend the constraints posed by the aforementioned con-
ditions. Consequently, few-shot learning has become
an important research direction in the field of image
recognition in recent years[8-10] .

Common approaches in few-shot learning encom-
pass data augmentation-based, optimization-based, and
metric-based techniques. Among these, the metric-
based approach has received attention due to its sim-
plicity and promising performance in few-shot image
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classification tasks. As referenced in Ref. [11], this
method allows categories to create one or multiple clus-
ters in the metric space, thereby providing a rational
distribution of experimental data by interpolating be-
tween nearest neighbors and prototype representations
based on the complexity of the input data. Ref. [12]
assigned weighted values to sample points in the metric
space and calculated their influence based on sample
embeddings in the feature space. While both methods
optimize sample feature embeddings and bring similar
category data points closer in the metric space, they
encounter difficulties in separating different category
data points. In contrast, the method proposed in the
Ref. [13] emphasizes the oversight of inherent seman-
tic information in the task itself while solely focusing on
relative spatial distances between sample points. This
method guides the feature extraction network by intro-
ducing an emotion-assisted classification task, thereby
enhancing feature extraction. Semantic classification
improves accuracy, and metric classification reinforces
generalization. They ensure overall precision. Despite
leveraging semantic information to improve accuracy,
this method can still be enhanced by exploring the in-
trinsic features within the sample data during the ex-
traction process.

Therefore, for a comprehensive extraction and uti-
lization of image features in few-shot learning, as well
as an improved measurement of intra-class and inter-
class samples in the metric space, this paper intro-
duces the multi-scale prototypical network ( MS-PN)
algorithm. This algorithm employs a multi-scale feature
input network for feature extraction, combining features
at a finer granularity to comprehensively extract image
features. Furthermore, a channel attention module is
introduced in the backbone network to weight and
strengthen critical information among channels. It can
further explore key information between channels.

To address the challenge of few-shot learning
where outlier points have a substantial influence on the
network, this paper proposes a weighted treatment for
sample points. This method is based on the summation
of distances from other samples within the same class,
aiming to diminish the impact of outlier point during
prototype determination. The loss function utilizes con-
trastive loss to bring similar-class images closer while
separating distinct-class images. Additionally, the la-
bel-smoothed cross-entropy loss is applied to reduce the
impact arising from potential network misjudgments or
positive samples being misclassified as negative due to
the scarcity of samples.

1　 Few-shot image classification tasks

The task of few-shot learning is divided into sup-
port set, query set, and test set. The network model
can learn sufficient experience from the support set and
validate this acquired knowledge through the query set.
The test set contains completely different categories
from the above two sets. Few-shot learning model relies
on accumulating experience from trained tasks, and
enabling optimal classification results in new tasks with
just one or a few steps.

In the course of training, for each task, the net-
work selects data of n categories from the dataset.
From each category, it then randomly chooses k in-
stances to construct an n-way K-shot task, which serves
as the support set for input into the neural network.

In a n-way k-shot task, the support set S consists
of n × k data points as shown in Eq. (1), where yi re-
presents the label corresponding to input data xi .

S = xi,yi
( ){ }k

i = 1 (1)
Then, select b data points from the remaining data

of n categories to form a query set Q, consisting of n ×
b data points, as shown in Eq. (2).

Q = x j,y j
( ){ }b

j = 1 (2)
The prototypical network[14] is a kind of few-shot

learning method based on metric learning[15] . It en-
codes the support set into a feature space and establi-
shes prototypes for each category based on the positions
of same-category samples. Within the query set, a
class label of the query sample is assigned by assessing
its distance to the feature prototypes in the embedded
feature space. After embedding both the support set
and the query image into the network, the feature in-
formation S and Q are obtained. Subsequently, proto-
types corresponding to each category are computed by
averaging the features of samples within the respective
support set category. Finally, in the metric space, the
class label of the query sample is determined by its Eu-
clidean distance from the prototype.

2　 A prototypical network based on multi-
scale features

　 　 The prototypical network model based on multi-
scale features proposed in this paper is illustrated in
Fig. 1. Firstly, the data from the support set and query
set are fed into the feature extraction network. Then,
the features of the images are mapped into the metric
space. Each feature point in the support set is assigned
corresponding weights using a weighting method, and
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category prototypes are determined. Finally, the cate-
gory to which a query sample point belongs is deter-
mined based on the calculated distance between the

query sample point and the prototype. The judgment
results are used to calculate the model loss based on
the label-smoothing loss and contrastive loss functions.

Fig. 1　 Structure diagram of prototypical network based on multi-scale features

2. 1 　 Extracting multi-scale features based on the
Res2Net network

　 　 To comprehensively extract image feature informa-
tion in few-shot learning tasks, a multi-scale feature
input network[16] is employed within its backbone net-
work. This integration enables the amalgamation of fea-
tures at finer scales, thereby facilitating thorough image
feature extraction. Furthermore, the backbone network
incorporates a channel attention module to reinforce
and fully exploit crucial information among channels.
Fig. 2 illustrates the feature extraction model of the
multi-scale feature prototypical network.

(1) The backbone network of the model uses the
Res2Net50[17] network model with multi-scale feature
input. It enables the model to obtain multi-scale features
at a finer granularity during feature extraction and fully
exploit the feature information of small sample images.

( 2 ) The channel attention mechanism[18]

(squeeze-and-excitation networks(SENet)) is embed-
ded into the backbone network to weight and enhance
key information between channels, thus mining the key
information between channels.

In order to fully exploit the feature information of
images, the Res2Net50 network is employed for feature
extraction in the prototypical network, thereby obtai-
ning a prototypical network for multi-scale feature ex-
traction.

The Res2Net50 network achieves multi-scale fea-
ture extraction of images through its unique backbone.
The backbone of this network is described in Fig. 3.

The principle of multi-scale feature extraction in the
network is mainly to segment features through slicing
when convolving image features. After each slice is
convolved, it will be fused with the next slice to
achieve the goal of fusing features of different scales.

Fig. 2 　 Multi-scale prototypical network feature extraction
model

The main parameters in the network include: con-
volution kernel size, stride, activation function, num-
ber of image feature slices, backbone repeat count,
resolution of feature map, loss function, and so on.
The number of image feature slices refers to the average
number of image features divided by the number of
channels in the Res2Net50 backbone. The resolution is
the size of each layers image feature, and the number
of backbone repetitions is the number of multi-scale
feature module that occurs in each stage. The loss
function is used to evaluate the performance of the
model during training and adjust weights based on its
backpropagation gradient.

As described in Fig. 1 for the feature extraction
network, the Res2Net50 network is divided into stages
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0 - 4 based on the size changes of image features. In
stage 0, there is a 7 ∗7 convolution kernel with a
stride of 2. In stages 1 - 4, each stage repeats the
backbone 3, 4, 6, and 3 times, respectively, with the
first 3∗3 convolution having a stride of 2 and the re-
maining convolution operations having a stride of 1. In
the backbone of Res2Net in this paper, the number of
slices is set to 4. As shown in Fig. 3, before averaging
the image feature slices, each slice undergoes a 1∗1
convolution and ReLU activation. Then, they are con-
volved with a 3 ∗3 kernel and fused with the next
slice. After ReLU activation of the final result, another
1∗1 convolution is applied, integrating it with the ini-
tial image features before undergoing ReLU activation
again. Before the final convolution operation, the reso-
lution of the image features is not changed. The last

convolution operation doubles the number of channels.
In the backbone, the first part remains unchanged

without any further processing. The subsequent seg-
mened performers 3 ∗3 convolution process, and is
merged with the first segment, while the other segment
is combined with the third before the subsequent con-
volution. This integration enables the third segment to
incorporate information from the second, thus augmen-
ting the outputs representational scale. The operation
of the Res2Net network is outlined in Eq. (3). The
variable s represents the number of channel partitions,
K i(·) is the convolution operation function.

yi =
xi 　 　 　 　 　 　 i = 1
K i xi

( )　 　 　 　 　 i = 2
K i xi + y j -1

( ) 　 2 < i ≤ s

ì

î

í

ïï

ïï
(3)

Fig. 3　 Res2Net backbone structure diagram

　 　 The channel attention mechanism can reduce ir-
relevant interference between channels, thereby extrac-
ting more effective information during image feature ex-
traction. The structure of SENet is illustrated in Fig. 4.

Fig. 4　 SE structure diagram

The SENets block contains a squeeze-and-excita-
tion (SE) component. Initially, after the convolution
process, the dimensions of the input image change from
C∗H∗W to C∗H∗W. Subsequently, global aver-
age pooling ( squeeze operation) is applied to each
channel of the feature, obtaining the average value for
the current channel. Then, the output of 1∗1∗C is
passed through two fully connected layers to constrain
the final result between 0 and 1 ( excitation opera-
tion ). This yields C values corresponding to the

weights of each channel, reflecting their respective im-
portance. These weights are then multiplied with the
post-convolution data for each channel before concate-
nating all channels. Then, the image features, weigh-
ted by channel importance, are obtained. Integrating
the SE module after the prototypical network results in
the squeeze-and-excitation prototypical network.

2. 2　 A prototypical network based on label-smoot-
hing loss function

　 　 Owing to the limited sample size, misclassifica-
tions can significantly affect the network’ s perform-
ance. To address this issue, this study explores a
method to mitigate the impact of minority outliers on
the network. Specifically, contrastive loss and label-
smoothing cross-entropy[19] are employed as the
networks loss function to reduce the impact of misclas-
sifications. It brings the distances between data points
of the same category closer and increases the distances
between those of different categories.

(1) To determine the prototype of each class,
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weights are assigned to each sample point based on
their spatial position in the small sample image classifi-
cation task. The prototype is then computed according
to the position of each sample point and the assigned
weights.

(2) Contrastive loss is introduced into the loss
function to reduce the distances between data points of
the same category and increase the distances between
those of different categories.

(3) The label-smoothing cross-entropy loss func-
tion is adopted to further reduce the impact of misclas-
sifications of minority images on the network due to the
limited sample size in the small sample image classifi-
cation task.
2. 2. 1 　 A prototypical network based on distance

weighting
　 　 In the prototypical network, the support set and
query set are processed by the feature extraction net-
work. The obtained features are mapped onto a feature
space. The prototype for each category is computed
from the features of the samples within the support set
of the same category. The computation formula is
shown in Eq. (4).

pk = 1
k ∑

k

i = 1
x~ i (4)

where pk represents the computed prototype, k is the
number of samples in the same category, and x~ i de-
notes the sample feature after feature extraction.

The calculation of prototypes using the provided
equation presents an issue: when certain images within
a category significantly differ from the rest, the dis-
tance between these specific samples and the others
within the same category increases. In few-shot tasks
where each class contains minimal data, this scenario
notably impacts the determination of prototypes by the
minority samples.

To mitigate the aforementioned impact, assigning
weights to each sample point is proposed after mapping
the data to the feature space. The magnitude of a sam-
ple points weight is determined by the sum of distances
between that sample point and the other sample points.

In this section, a weighted method is utilized to
calculate prototypes using sample points. When consid-
ering an n-way k-shot few-shot learning task, the algo-
rithm follows these steps.

The summation of distances between sample
points within the same class is computed using the Eu-
clidean distance (denoted as d) in the sample space.
The calculation method is depicted in Eq. (5).

Di = ∑
xi,xk∈S

d xi,xk
( ) (5)

The weight λ for each sample point is calculated
based on the distance relationship among sample points
of the same class. C represents a fixed constant. The
computation process is described in Eq. (6).

λ i =
C2 + D2

i )
1
2(

∑
x j∈S

C2 + D2
i )

1
2(

(6)

After getting the weights for all samples within a
category, the prototype Pk is computed by summing the
products of each sample point with its respective
weight. This procedure is outlined in Eq. (7).

Pk = ∑ k

i = 1
λ i xi (7)

2. 2. 2　 Contrastive loss function
The loss function for the prototypical network is

expressed in Eq. (8). Through the computation of the
distance between sample points and prototypes, func-
tion loss calculation, and performing backpropagation,
this method narrows the distance between feature points
of the same category. However, it does not establish
separation between different categories.

pφ(y = k | x) =
exp - d fφ x( ),ck( )( )

∑ k exp - d fφ x( ),ck ( )( )

(8)
where ck represents the prototype point, and fφ(x) de-
notes the feature point in the feature space after convo-
lutional processing. Contrastive loss in metric learning
ensures that similar samples maintain their similarity
post-feature extraction, while dissimilar samples retain
their differences in the feature space. This loss func-
tion is mathematically defined in Eq. (9).

L X1,X2
( ) = 1

2N∑
N

n = 1
(Y D2

W + 1 - Y( )max(m -

DW,0 ) 2) (9)
where, Dw represents the Euclidean distance between
two sample points.

Y = 0　 X1 ≠ X2

1　 X1 = X2
{

When X1 and X2 are not same category. Y is set
to 0, otherwise Y is set to 1. Y = 1 indicates samples
from the same category, the loss function can be ex-
pressed as Eq. (10). Reducing the loss function facil-
itates the minimization of distances between samples of
the same category.

L = 1
2N∑

N

n = 1
D2

W (10)
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When Y = 0, denoting samples from different cat-
egories, the loss function is represented by Eq. (11).
A suitable threshold value ‘m’ is set within the loss
function. Similarly, reducing the entire loss function
increases the distances between samples from different
categories.

L = 1
2N∑

N

n = 1
max(m - DW,0 ) 2 (11)

2. 2. 3　 Label-smoothing cross-entropy
In multi-class tasks, the cross-entropy loss func-

tion is expressed as Eq. (12).

L = - 1
N∑

N

i = 1
∑

K

c = 1
yi log pφ

( ) (12)

where yi is the label of the sample, with 1 for the posi-
tive class and 0 for the negative class. pφ denotes the
probability of predicting a positive sample.

Label-smoothing is a method to prevent overfit-
ting. In the computation of the cross-entropy function,
only the positive labels impact on the loss is consid-
ered, resulting in zero impact for negative class labels.
In few-shot learning scenarios with limited data, an er-
roneous judgment on a single sample can inflict signifi-
cant harm to the model and be detrimental to the train-
ing of the network model.

The label-smoothing cross-entropy loss function
no longer utilizes the one-hot label format. Instead, it
modifies the positive label by subtracting a very small
constant from 1. As shown in Eq. (13), K represents
the number of classes.

yi = 1 - ε　 　 　 i = y
ε / (K - 1)　 i ≠ y{ (13)

This adjustment in the cross-entropy function
eliminates the strict binary 0 or 1 of target probabilities
during computation. It helps to a certain extent in pre-
venting overfitting and mitigates the impact of model
prediction errors on the overall model performance.

3　 Experiments and results analysis

3. 1　 Datasets
The experiments are carried out to validate the

performance on the mini-ImageNet and CUB200 - 2011
small-sample datasets. The mini-ImageNet dataset is
derived from ImageNet dataset[20] . The Google team
extracted the mini-ImageNet dataset from the original
ImageNet, which became widely used by researchers in
the field of few-shot learning. On the other hand, the
CUB200-2011 dataset is proposed by the California In-
stitute of Technology. This dataset contains a total of
11 788 bird images, covering 200 subclasses of bird

species. Each image provides label information for the
corresponding bird category.

3. 2　 Experimental configuration
The experiments are conducted using the PyTorch

deep learning framework, with the network model opti-
mized using the Adam optimizer. The initial learning
rate is set at 0. 001. To enhance the models generaliza-
tion on new tasks without notably reducing accuracy on
previous datasets, the learning rate is halved every 20
epochs. The adjustment of the learning rate follows
Eq. (14). 　 　

L = 0. 5 epoch
20[ ] × 0. 001 (14)

Experiments are conducted on mini-ImageNet and
CUB200-2011 datasets using 5-way 1-shot and 5-way 5-
shot setups. Contrastive loss constants are set to 50 and
10, respectively. During each iteration of few-shot
learning, images are randomly flipped, cropped, and
resized to 224 × 224 dimensions. After normalization,
these images are input into the feature extraction net-
work to extract features and map data points into the
feature space. Prototypes are determined using weighted
approaches. Classification of samples in the query set
into respective categories is based on their distance from
the prototypes. Backpropagation is then used to optimize
the network model, employing both contrastive loss and
label-smoothing cross-entropy loss. The constant ε for
label-smoothing cross-entropy is set to 0. 1 in these ex-
periments.

3. 3　 Results and analysis
The prototypical network model with multi-scale

features underwent few-shot classification experiments on
mini-ImageNet and CUB200-2011 datasets over 100 ep-
ochs, each comprising 100 training iterations followed by
100 validation iterations. Sample classification relied on
distances between query set samples and category proto-
types, with average accuracy across validation iterations
calculated during training. Model performance in few-shot
classification is evaluated on a separate test set and com-
pared against other models, with detailed experiment spe-
cifics provided.

The experimental results of the multi-scale feature
prototypical network on the test set are presented in
Table 1. In the table, the Baseline refers to the prototypi-
cal network model. Baseline + SE indicates a network
model with integrated channel attention mechanisms in
the backbone. Baseline + Res2Net denotes the replace-
ment of the backbone network with a multi-scale feature
extraction network.
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From Table 1, it can be observed that the addi-
tion of channel attention mechanisms to the multi-scale
feature extraction model resulted in increased classifi-
cation accuracy on both the mini-ImageNet and
CUB200-2011 datasets. Specifically, for 5-way 1 / 5-
shot tasks on the mini-ImageNet dataset, the accuracy
shows improvements of 3. 36% and 2. 48% , respec-
tively. On the CUB200-2011 dataset for 5-way 1 / 5-
shot tasks, the accuracy exhibited increments of
7. 05% and 8. 18% , respectively.

Table 1　 Performance comparison of multi-scale feature extrac-
tion models on datasets (% )

Method
mini-ImageNet CUB-200-2011
5-way accuracy 5-way accuracy
1-shot 5-shot 1-shot 5-shot

Baseline 46. 19 63. 95 51. 42 76. 39
Baseline + SE 47. 58 64. 31 53. 69 78. 43

Baseline + Res2Net 49. 20 65. 01 56. 31 80. 16
Baseline + Res2Net + SE 49. 55 66. 43 58. 47 84. 57

The accuracy of the prototypical network based on
distance-weighted values on the test set is depicted in
Table 2. The Baseline + Weight denotes the prototypi-
cal network model utilizing the weighted determination
of prototypes.

Table 2　 Performance comparison of prototype weighted models
on datasets (% )

Method
mini-ImageNet

(C = 50)
CUB-200-2011

(C = 10)
5-shot accuracy 5-shot accuracy

Baseline 63. 95 76. 39
Baseline + Weight 65. 12 78. 12

Table 2 illustrates that employing weighted process-
ing on data points within the metric space effectively miti-
gates the impact of minority outlier points on the proto-
types. As a result, the classification accuracy for 5-way
5-shot tasks on both the mini-ImageNet and CUB200-2011
datasets increased by 1. 17% and 1. 73% respectively.

The experimental prototypical network based on la-
bel-smoothing cross-entropy loss presents the test set ac-
curacy in Table 3. In the table, Baseline + CL and
Baseline + Smooth respectively denote the adoption of
contrastive loss and label-smoothing cross-entropy loss
functions within the loss function.

Table 3 reveals that employing label-smoothing loss
in the prototypical network, along with the introduction of
contrastive loss and label-smoothing cross-entropy loss
functions, enhances the models classification accuracy on

both datasets. Specifically, for the mini-ImageNet
datasets 5-way 1 / 5-shot tasks, the accuracy improved by
1. 10% and 1. 58%, respectively. For the CUB200-2011
datasets 5-way 1 / 5-shot tasks, the accuracy saw incre-
ments of 4. 16% and 4. 77%, respectively.

Table 3 　 Performance comparison of models on datasets after
optimizing loss function (% )

Method
mini-ImageNet CUB-200-2011
5-way accuracy 5-way accuracy
1-shot 5-shot 1-shot 5-shot

Baseline 46. 19 63. 95 51. 42 76. 39
Baseline + CL 47. 03 64. 95 53. 96 79. 43

PN + CL + Smooth 47. 29 65. 53 55. 58 81. 16

The proposed MS-PN algorithm is compared with
several other few-shot learning methods, including
MatchNet[21], MAML[22] and ProtoNet. The results are
recorded in Table 4. It should be noted in particular
that for a fair of the experiment comparison, reproducing
the network framework and feature extraction network in
the comparison algorithms (MatchNet, MAML and Pro-
toNet) under the same experimental conditions. Fur-
thermore, the same dataset division is used and the
same parameters are set for the training tasks. Some of
the processing rules can be referred to in Ref. [23] and
Ref. [24]. From Table 4, it can be observed that the
proposed MS-PN algorithm outperforms other methods in
both the mini-ImageNet and CUB-200-2011 datasets for
both 5-way 1-shot and 5-way 5-shot experiments. It in-
directly indicates that the proposed network model can
extract more robust image features during the feature ex-
traction phase.

To gain further insights into the classification ca-
pabilities of these models, Fig. 5 and Fig. 6 display the
experimental process of the prototypical network model
with multi-scale features during training on the query set
for the mini-ImageNet and CUB200-2011 datasets. The
figures illustrate the accuracy fluctuations across epochs
for PN, PN-Res2Net, PN-SE, and PN-Res2Net-SE
models in 5-way 1-shot and 5-way 5-shot tasks.

Table 4　 Performance comparison of different models under the
same experimental conditions and settings (% )

Method
mini-ImageNet CUB-200-2011
5-way accuracy 5-way accuracy
1-shot 5-shot 1-shot 5-shot

MatchNet 43. 40 57. 62 52. 83 75. 88
MAML 45. 62 62. 10 54. 45 75. 60
ProtoNet 46. 19 63. 95 51. 42 76. 39
MS-PN 50. 13 66. 79 59. 35 85. 91
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　 　 　 (a)Accuracy of multi-scale feature models in 5-way 　 　 　 　 　 　 　 (b)Accuracy of multi-scale feature models in 5-way
　 　 　 　 　 　 　 1-shot classification experiments　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 5-shot classification experiments

Fig. 5　 Experiments of multi-scale feature extraction model on mini-ImageNet dataset

　 　 　
　 　 　 (a)Accuracy of multi-scale feature models in 5-way　 　 　 　 　 　 　 (b)Accuracy of multi-scale feature models in 5-way
　 　 　 　 　 　 　 1-shot classification experiments　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 　 5-shot classification experiments

Fig. 6　 Experiments of multi-scale feature extraction model on CUB-200-2011 dataset

　 　 Fig. 7 ( a) and Fig. 8 ( a) exhibit the accuracy
changes across epochs for the PN and PN-Weight mod-
els on the 5-way 5-shot tasks during the training
process of the prototypical network experiments with
distance-weighted values for mini-ImageNet and
CUB200-2011 datasets.

Fig. 7(b), (c) and Fig. 8(b), (c) respectively
display the variations in accuracy across epochs for the
PN, PN-CL, and PN-CL-Smooth models on the 5-way
1-shot and 5-way 5-shot tasks during the training
process on label-smoothing loss for mini-ImageNet and
CUB200-2011 datasets.

4　 Conclusion

The paper introduces a prototypical network mod-
el based on multi-scale features. It utilizes multi-scale

feature extraction to obtain diverse feature information
from images at different scales. Furthermore, a proto-
type calculation method based on distance-weighted
values reduces the influence of minority outlier points
on the network. The utilization of label-smoothing
cross-entropy functions directs the models attention to-
wards the potential misclassification of positive samples
as negative, thereby reducing potential harm caused by
network errors. The incorporation of contrastive loss
functions brings similar data closer while separating
dissimilar data. Through experiments conducted on the
mini-ImageNet and CUB200-2011 datasets, the pro-
posed network model demonstrates its capability to ex-
tract more robust image features during the feature ex-
traction phase and achieves higher classification accu-
racy in few-shot classification tasks.
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(a)Accuracy of prototypical network experiments based on dis-
tance weights in 5-way 5-shot classification experiments

(b) Accuracy of prototypical network based on label-smoothing
loss in 5-way 1-shot classification experiments

(c) Accuracy of prototypical network based on label-smoothing
loss in 5-way 5-shot classification experiments

Fig. 7 　 Experiments of label-smoothing loss on mini-ImageNet
dataset

(a)Accuracy of prototypical network experiments based on dis-
tance weights in 5-way 5-shot classification experiments

(b) Accuracy of prototypical network based on label-smoothing
loss in 5-way 1-shot classification experiments

(c) Accuracy of prototypical network based on label-smoothing
loss in 5-way 5-shot classification experiments

Fig. 8 　 Experiments of label-smoothing loss on CUB-200-2011
dataset
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